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The subject of this book is automated learning, or, as we will more often call it, Machine Learning (ML). That is, we wish to program computers so that they can \learn" from input available to them. Roughly speaking, learning is the process of converting experience into expertise or knowledge. The input to a learning algorithm is training data, representing experience, and the output is some expertise, which usually takes the form of another computer program that can perform some task. Seeking a formal-mathematical understanding of this concept, we'll have to be more explicit about what we mean by each of the involved terms: What is the training data our programs will access? How can the process of learning be automated? How can we evaluate the success of such a process (namely, the quality of the output of a learning program)?

1.1 What Is Learning?

Let us begin by considering a couple of examples from naturally occurring ani-mal learning. Some of the most fundamental issues in ML arise already in that context, which we are all familiar with.

Bait Shyness { Rats Learning to Avoid Poisonous Baits: When rats encounter food items with novel look or smell, they will rst eat very small amounts, and subsequent feeding will depend on the avor of the food and its physiological e ect. If the food produces an ill e ect, the novel food will often be associated with the illness, and subsequently, the rats will not eat it. Clearly, there is a learning mechanism in play here { the animal used past experience with some food to acquire expertise in detecting the safety of this food. If past experience with the food was negatively labeled, the animal predicts that it will also have a negative e ect when encountered in the future.

Inspired by the preceding example of successful learning, let us demonstrate a typical machine learning task. Suppose we would like to program a machine that learns how to lter spam e-mails. A naive solution would be seemingly similar to the way rats learn how to avoid poisonous baits. The machine will simply memorize all previous e-mails that had been labeled as spam e-mails by the human user. When a new e-mail arrives, the machine will search for it in the set
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of previous spam e-mails. If it matches one of them, it will be trashed. Otherwise, it will be moved to the user's inbox folder.

While the preceding \learning by memorization" approach is sometimes use-ful, it lacks an important aspect of learning systems { the ability to label unseen e-mail messages. A successful learner should be able to progress from individual examples to broader generalization. This is also referred to as inductive reasoning or inductive inference. In the bait shyness example presented previously, after the rats encounter an example of a certain type of food, they apply their attitude toward it on new, unseen examples of food of similar smell and taste. To achieve generalization in the spam ltering task, the learner can scan the previously seen e-mails, and extract a set of words whose appearance in an e-mail message is indicative of spam. Then, when a new e-mail arrives, the machine can check whether one of the suspicious words appears in it, and predict its label accord-ingly. Such a system would potentially be able correctly to predict the label of unseen e-mails.

However, inductive reasoning might lead us to false conclusions. To illustrate this, let us consider again an example from animal learning.

Pigeon Superstition: In an experiment performed by the psychologist B. F. Skinner, he placed a bunch of hungry pigeons in a cage. An automatic mechanism had been attached to the cage, delivering food to the pigeons at regular intervals with no reference whatsoever to the birds' behavior. The hungry pigeons went around the cage, and when food was rst delivered, it found each pigeon engaged in some activity (pecking, turning the head, etc.). The arrival of food reinforced each bird's speci c action, and consequently, each bird tended to spend some more time doing that very same action. That, in turn, increased the chance that the next random food delivery would nd each bird engaged in that activity again. What results is a chain of events that reinforces the pigeons' association of the delivery of the food with whatever chance actions they had been performing when it was delivered. They subsequently continue to perform these same actions diligently.

What distinguishes learning mechanisms that result in superstition from useful learning? This question is crucial to the development of automated learners. While human learners can rely on common sense to out random meaningless learning conclusions, once we export the task of learning to a machine, we must provide well de ned crisp principles that will protect the program from reaching senseless or useless conclusions. The development of such principles is a central goal of the theory of machine learning.

What, then, made the rats' learning more successful than that of the pigeons? As a rst step toward answering this question, let us have a closer look at the bait shyness phenomenon in rats.

Bait Shyness revisited { rats fail to acquire conditioning between food and electric shock or between sound and nausea: The bait shyness mechanism in

|  |  |
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rats turns out to be more complex than what one may expect. In experiments carried out by Garcia (Garcia & Koelling 1996), it was demonstrated that if the unpleasant stimulus that follows food consumption is replaced by, say, electrical shock (rather than nausea), then no conditioning occurs. Even after repeated trials in which the consumption of some food is followed by the administration of unpleasant electrical shock, the rats do not tend to avoid that food. Similar failure of conditioning occurs when the characteristic of the food that implies nausea (such as taste or smell) is replaced by a vocal signal. The rats seem to have some \built in" prior knowledge telling them that, while temporal correlation between food and nausea can be causal, it is unlikely that there would be a causal relationship between food consumption and electrical shocks or between sounds and nausea.

We conclude that one distinguishing feature between the bait shyness learning and the pigeon superstition is the incorporation of prior knowledge that biases the learning mechanism. This is also referred to as inductive bias. The pigeons in the experiment are willing to adopt any explanation for the occurrence of food. However, the rats \know" that food cannot cause an electric shock and that the co-occurrence of noise with some food is not likely to a ect the nutritional value of that food. The rats' learning process is biased toward detecting some kind of patterns while ignoring other temporal correlations between events.

It turns out that the incorporation of prior knowledge, biasing the learning process, is inevitable for the success of learning algorithms (this is formally stated and proved as the \No-Free-Lunch theorem" in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60)). The development of tools for expressing domain expertise, translating it into a learning bias, and quantifying the e ect of such a bias on the success of learning is a central theme of the theory of machine learning. Roughly speaking, the stronger the prior knowledge (or prior assumptions) that one starts the learning process with, the easier it is to learn from further examples. However, the stronger these prior assumptions are, the less exible the learning is { it is bound, a priori, by the commitment to these assumptions. We shall discuss these issues explicitly in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60).

1.2 When Do We Need Machine Learning?

When do we need machine learning rather than directly program our computers to carry out the task at hand? Two aspects of a given problem may call for the use of programs that learn and improve on the basis of their \experience": the problem's complexity and the need for adaptivity.

Tasks That Are Too Complex to Program.

Tasks Performed by Animals/Humans: There are numerous tasks that we human beings perform routinely, yet our introspection concern-ing how we do them is not su ciently elaborate to extract a well
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de ned program. Examples of such tasks include driving, speech recognition, and image understanding. In all of these tasks, state of the art machine learning programs, programs that \learn from their experience," achieve quite satisfactory results, once exposed to su ciently many training examples.

Tasks beyond Human Capabilities: Another wide family of tasks that bene t from machine learning techniques are related to the analy-sis of very large and complex data sets: astronomical data, turning medical archives into medical knowledge, weather prediction, anal-ysis of genomic data, Web search engines, and electronic commerce. With more and more available digitally recorded data, it becomes obvious that there are treasures of meaningful information buried in data archives that are way too large and too complex for humans to make sense of. Learning to detect meaningful patterns in large and complex data sets is a promising domain in which the combi-nation of programs that learn with the almost unlimited memory capacity and ever increasing processing speed of computers opens up new horizons.

Adaptivity. One limiting feature of programmed tools is their rigidity { once the program has been written down and installed, it stays unchanged. However, many tasks change over time or from one user to another. Machine learning tools { programs whose behavior adapts to their input data { o er a solution to such issues; they are, by nature, adaptive to changes in the environment they interact with. Typical successful applications of machine learning to such problems include programs that decode handwritten text, where a xed program can adapt to variations between the handwriting of di erent users; spam detection programs, adapting automatically to changes in the nature of spam e-mails; and speech recognition programs.

1.3 Types of Learning

Learning is, of course, a very wide domain. Consequently, the eld of machine learning has branched into several sub elds dealing with di erent types of learn-ing tasks. We give a rough taxonomy of learning paradigms, aiming to provide some perspective of where the content of this book sits within the wide eld of machine learning.

We describe four parameters along which learning paradigms can be classi ed.

Supervised versus Unsupervised Since learning involves an interaction be-tween the learner and the environment, one can divide learning tasks according to the nature of that interaction. The rst distinction to note is the di erence between supervised and unsupervised learning. As an
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illustrative example, consider the task of learning to detect spam e-mail versus the task of anomaly detection. For the spam detection task, we consider a setting in which the learner receives training e-mails for which the label spam/not-spam is provided. On the basis of such training the learner should gure out a rule for labeling a newly arriving e-mail mes-sage. In contrast, for the task of anomaly detection, all the learner gets as training is a large body of e-mail messages (with no labels) and the learner's task is to detect \unusual" messages.

More abstractly, viewing learning as a process of \using experience to gain expertise," supervised learning describes a scenario in which the \experience," a training example, contains signi cant information (say, the spam/not-spam labels) that is missing in the unseen \test examples" to which the learned expertise is to be applied. In this setting, the ac-quired expertise is aimed to predict that missing information for the test data. In such cases, we can think of the environment as a teacher that \supervises" the learner by providing the extra information (labels). In unsupervised learning, however, there is no distinction between training and test data. The learner processes input data with the goal of coming up with some summary, or compressed version of that data. Clustering a data set into subsets of similar objets is a typical example of such a task.

There is also an intermediate learning setting in which, while the training examples contain more information than the test examples, the learner is required to predict even more information for the test exam-ples. For example, one may try to learn a value function that describes for each setting of a chess board the degree by which White's position is bet-ter than the Black's. Yet, the only information available to the learner at training time is positions that occurred throughout actual chess games, labeled by who eventually won that game. Such learning frameworks are mainly investigated under the title of reinforcement learning.

Active versus Passive Learners Learning paradigms can vary by the role played by the learner. We distinguish between \active" and \passive" learners. An active learner interacts with the environment at training time, say, by posing queries or performing experiments, while a passive learner only observes the information provided by the environment (or the teacher) without in uencing or directing it. Note that the learner of a spam lter is usually passive { waiting for users to mark the e-mails com-ing to them. In an active setting, one could imagine asking users to label speci c e-mails chosen by the learner, or even composed by the learner, to

enhance its understanding of what spam is.

Helpfulness of the Teacher When one thinks about human learning, of a baby at home or a student at school, the process often involves a helpful teacher, who is trying to feed the learner with the information most use-
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ful for achieving the learning goal. In contrast, when a scientist learns about nature, the environment, playing the role of the teacher, can be best thought of as passive { apples drop, stars shine, and the rain falls without regard to the needs of the learner. We model such learning sce-narios by postulating that the training data (or the learner's experience) is generated by some random process. This is the basic building block in the branch of \statistical learning." Finally, learning also occurs when the learner's input is generated by an adversarial \teacher." This may be the case in the spam ltering example (if the spammer makes an e ort to mislead the spam ltering designer) or in learning to detect fraud. One also uses an adversarial teacher model as a worst-case scenario, when no milder setup can be safely assumed. If you can learn against an adversarial teacher, you are guaranteed to succeed interacting any odd teacher.

Online versus Batch Learning Protocol The last parameter we mention is the distinction between situations in which the learner has to respond online, throughout the learning process, and settings in which the learner has to engage the acquired expertise only after having a chance to process large amounts of data. For example, a stockbroker has to make daily decisions, based on the experience collected so far. He may become an expert over time, but might have made costly mistakes in the process. In contrast, in many data mining settings, the learner { the data miner { has large amounts of training data to play with before having to output conclusions.

In this book we shall discuss only a subset of the possible learning paradigms. Our main focus is on supervised statistical batch learning with a passive learner (for example, trying to learn how to generate patients' prognoses, based on large archives of records of patients that were independently collected and are already labeled by the fate of the recorded patients). We shall also brie y discuss online learning and batch unsupervised learning (in particular, clustering).

1.4 Relations to Other Fields

As an interdisciplinary eld, machine learning shares common threads with the mathematical elds of statistics, information theory, game theory, and optimiza-tion. It is naturally a sub eld of computer science, as our goal is to program machines so that they will learn. In a sense, machine learning can be viewed as a branch of AI (Arti cial Intelligence), since, after all, the ability to turn expe-rience into expertise or to detect meaningful patterns in complex sensory data is a cornerstone of human (and animal) intelligence. However, one should note that, in contrast with traditional AI, machine learning is not trying to build automated imitation of intelligent behavior, but rather to use the strengths and special abilities of computers to complement human intelligence, often perform-ing tasks that fall way beyond human capabilities. For example, the ability to scan and process huge databases allows machine learning programs to detect patterns that are outside the scope of human perception. The component of experience, or training, in machine learning often refers to data that is randomly generated. The task of the learner is to process such randomly generated examples toward drawing conclusions that hold for the en-vironment from which these examples are picked. This description of machine learning highlights its close relationship with statistics. Indeed there is a lot in common between the two disciplines, in terms of both the goals and techniques used.

There are, however, a few signi cant di erences of emphasis; if a doctor comes up with the hypothesis that there is a correlation between smoking and heart disease, it is the statistician's role to view samples of patients and check the validity of that hypothesis (this is the common statistical task of hypothe-sis testing). In contrast, machine learning aims to use the data gathered from samples of patients to come up with a description of the causes of heart disease. The hope is that automated techniques may be able to gure out meaningful patterns (or hypotheses) that may have been missed by the human observer.

In contrast with traditional statistics, in machine learning in general, and in this book in particular, algorithmic considerations play a major role. Ma-chine learning is about the execution of learning by computers; hence algorith-mic issues are pivotal. We develop algorithms to perform the learning tasks and are concerned with their computational e ciency. Another di erence is that while statistics is often interested in asymptotic behavior (like the convergence of sample-based statistical estimates as the sample sizes grow to in nity), the theory of machine learning focuses on nite sample bounds. Namely, given the size of available samples, machine learning theory aims to gure out the degree of accuracy that a learner can expect on the basis of such samples.

1. A Gentle Start

Let us begin our mathematical analysis by showing how successful learning can be achieved in a relatively simpli ed setting. Imagine you have just arrived in some small Paci c island. You soon nd out that papayas are a signi cant ingredient in the local diet. However, you have never before tasted papayas. You have to learn how to predict whether a papaya you see in the market is tasty or not. First, you need to decide which features of a papaya your prediction should be based on. On the basis of your previous experience with other fruits, you decide to use two features: the papaya's color, ranging from dark green, through orange and red to dark brown, and the papaya's softness, ranging from rock hard to mushy. Your input for guring out your prediction rule is a sample of papayas that you have examined for color and softness and then tasted and found out whether they were tasty or not. Let us analyze this task as a demonstration of the considerations involved in learning problems.

Our rst step is to describe a formal model aimed to capture such learning tasks.

2.1 A Formal Model { The Statistical Learning Framework

The learner's input: In the basic statistical learning setting, the learner has access to the following:

{ Domain set: An arbitrary set, X . This is the set of objects that we may wish to label. For example, in the papaya learning problem men-tioned before, the domain set will be the set of all papayas. Usually, these domain points will be represented by a vector of features (like the papaya's color and softness). We also refer to domain points as

instances and to X as instance space.

{ Label set: For our current discussion, we will restrict the label set to

be a two-element set, usually f0; 1g or f 1; +1g. Let Y denote our set of possible labels. For our papayas example, let Y be f0; 1g, where 1 represents being tasty and 0 stands for being not-tasty.

{ Training data: S = ((x1; y1) : : : (xm; ym)) is a nite sequence of pairs in

X Y: that is, a sequence of labeled domain points. This is the input that the learner has access to (like a set of papayas that have been
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tasted and their color, softness, and tastiness). Such labeled examples are often called training examples. We sometimes also refer to S as a training set.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page34)

The learner's output: The learner is requested to output a prediction rule, h : X ! Y. This function is also called a predictor, a hypothesis, or a clas-si er. The predictor can be used to predict the label of new domain points. In our papayas example, it is a rule that our learner will employ to predict whether future papayas he examines in the farmers' market are going to be tasty or not. We use the notation A(S) to denote the hypothesis that a learning algorithm, A, returns upon receiving the training sequence S.

A simple data-generation model We now explain how the training data is generated. First, we assume that the instances (the papayas we encounter) are generated by some probability distribution (in this case, representing

the environment). Let us denote that probability distribution over X by D. It is important to note that we do not assume that the learner knows anything about this distribution. For the type of learning tasks we discuss, this could be any arbitrary probability distribution. As to the labels, in the

current discussion we assume that there is some \correct" labeling function, f : X ! Y, and that yi = f(xi) for all i. This assumption will be relaxed in the next chapter. The labeling function is unknown to the learner. In fact,

this is just what the learner is trying to gure out. In summary, each pair in the training data S is generated by rst sampling a point xi according

to D and then labeling it by f.

Measures of success: We de ne the error of a classi er to be the probability that it does not predict the correct label on a random data point generated by the aforementioned underlying distribution. That is, the error of h is the probability to draw a random instance x, according to the distribution

D, such that h(x) does not equal f(x).

Formally, given a domain subset,[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page34) A X , the probability distribution, D, assigns a number, D(A), which determines how likely it is to observe a point x 2 A. In many cases, we refer to A as an event and express it using a function : X ! f0; 1g, namely, A = fx 2 X : (x) = 1g. In that case, we also use the notation Px D[ (x)] to express D(A).

We de ne the error of a prediction rule, h : X ! Y, to be

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| def |  | def | D(fx : h(x) 6= f(x)g): | (2.1) |
| LD;f (h) = | x | P [h(x) 6= f(x)] = |
|  |  | D |  |  |

That is, the error of such h is the probability of randomly choosing an example x for which h(x) 6= f(x). The subscript (D; f) indicates that the error is measured with respect to the probability distribution D and the

1. Despite the \set" notation, S is a sequence. In particular, the same example may appear

twice in S and some algorithms can take into account the order of examples in S.

1. Strictly speaking, we should be more careful and require that A is a member of some -algebra of subsets of X, over which D is de ned. We will formally de ne our measurability assumptions in the next chapter.

|  |  |
| --- | --- |
| 2.2 Empirical Risk Minimization | 35 |
|  |  |

correct labeling function f. We omit this subscript when it is clear from the context. L(D;f)(h) has several synonymous names such as the general-ization error, the risk, or the true error of h, and we will use these names interchangeably throughout the book. We use the letter L for the error, since we view this error as the loss of the learner. We will later also discuss other possible formulations of such loss.

A note about the information available to the learner The learner is blind to the underlying distribution D over the world and to the labeling function f. In our papayas example, we have just arrived in a new island and we have no clue as to how papayas are distributed and how to predict their tastiness. The only way the learner can interact with the environment is through observing the training set.

In the next section we describe a simple learning paradigm for the preceding setup and analyze its performance.

2.2 Empirical Risk Minimization

As mentioned earlier, a learning algorithm receives as input a training set S, sampled from an unknown distribution D and labeled by some target function f, and should output a predictor hS : X ! Y (the subscript S emphasizes the fact that the output predictor depends on S). The goal of the algorithm is to nd hS that minimizes the error with respect to the unknown D and f.

Since the learner does not know what D and f are, the true error is not directly available to the learner. A useful notion of error that can be calculated by the learner is the training error { the error the classi er incurs over the training sample:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| LS(h) = | jf |  | 2 | i 6 | igj | ; | (2.2) |
| def |  | i |  | [m] : h(x ) = y |  |  |  |

m

where [m] = f1; : : : ; mg.

The terms empirical error and empirical risk are often used interchangeably for this error.

Since the training sample is the snapshot of the world that is available to the learner, it makes sense to search for a solution that works well on that data. This learning paradigm { coming up with a predictor h that minimizes LS(h) { is called Empirical Risk Minimization or ERM for short.

2.2.1 Something May Go Wrong { Over tting

Although the ERM rule seems very natural, without being careful, this approach may fail miserably.

To demonstrate such a failure, let us go back to the problem of learning to
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predict the taste of a papaya on the basis of its softness and color. Consider a sample as depicted in the following:
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Assume that the probability distribution D is such that instances are distributed uniformly within the gray square and the labeling function, f, determines the label to be 1 if the instance is within the inner blue square, and 0 otherwise. The area of the gray square in the picture is 2 and the area of the blue square is 1. Consider the following predictor:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| hS(x) = | ( | yi | if 9i 2 [m] s:t: xi = x | (2.3) |
| 0 | otherwise: |

While this predictor might seem rather arti cial, in Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page41) we show a natural representation of it using polynomials. Clearly, no matter what the sample is, LS(hS) = 0, and therefore this predictor may be chosen by an ERM algorithm (it is one of the empirical-minimum-cost hypotheses; no classi er can have smaller error). On the other hand, the true error of any classi er that predicts the label 1 only on a nite number of instances is, in this case, 1=2. Thus, LD(hS) = 1=2. We have found a predictor whose performance on the training set is excellent, yet its performance on the true \world" is very poor. This phenomenon is called over tting. Intuitively, over tting occurs when our hypothesis ts the training data \too well" (perhaps like the everyday experience that a person who provides a perfect detailed explanation for each of his single actions may raise suspicion).

2.3 Empirical Risk Minimization with Inductive Bias

We have just demonstrated that the ERM rule might lead to over tting. Rather than giving up on the ERM paradigm, we will look for ways to rectify it. We will search for conditions under which there is a guarantee that ERM does not over t, namely, conditions under which when the ERM predictor has good performance with respect to the training data, it is also highly likely to perform well over the underlying data distribution.

A common solution is to apply the ERM learning rule over a restricted search space. Formally, the learner should choose in advance (before seeing the data) a set of predictors. This set is called a hypothesis class and is denoted by H. Each h 2 H is a function mapping from X to Y. For a given class H, and a training sample, S, the ERMH learner uses the ERM rule to choose a predictor h 2 H,

|  |  |
| --- | --- |
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with the lowest possible error over S. Formally,

ERMH(S) 2 argmin LS(h);

h2H

where argmin stands for the set of hypotheses in H that achieve the minimum value of LS(h) over H. By restricting the learner to choosing a predictor from H, we bias it toward a particular set of predictors. Such restrictions are often called an inductive bias. Since the choice of such a restriction is determined before the learner sees the training data, it should ideally be based on some prior knowledge about the problem to be learned. For example, for the papaya taste prediction problem we may choose the class H to be the set of predictors that are determined by axis aligned rectangles (in the space determined by the color and softness coordinates). We will later show that ERMH over this class is guaranteed not to over t. On the other hand, the example of over tting that we have seen previously, demonstrates that choosing H to be a class of predictors that includes all functions that assign the value 1 to a nite set of domain points does not su ce to guarantee that ERMH will not over t.

A fundamental question in learning theory is, over which hypothesis classes ERMH learning will not result in over tting. We will study this question later in the book.

Intuitively, choosing a more restricted hypothesis class better protects us against over tting but at the same time might cause us a stronger inductive bias. We will get back to this fundamental tradeo later.

2.3.1 Finite Hypothesis Classes

The simplest type of restriction on a class is imposing an upper bound on its size (that is, the number of predictors h in H). In this section, we show that if H is a nite class then ERMH will not over t, provided it is based on a su ciently large training sample (this size requirement will depend on the size of H).

Limiting the learner to prediction rules within some nite hypothesis class may be considered as a reasonably mild restriction. For example, H can be the set of all predictors that can be implemented by a C++ program written in at most 109 bits of code. In our papayas example, we mentioned previously the class of axis aligned rectangles. While this is an in nite class, if we discretize the repre-sentation of real numbers, say, by using a 64 bits oating-point representation, the hypothesis class becomes a nite class.

Let us now analyze the performance of the ERMH learning rule assuming that H is a nite class. For a training sample, S, labeled according to some f : X ! Y, let hS denote a result of applying ERMH to S, namely,

|  |  |
| --- | --- |
| hS 2 argmin LS(h): | (2.4) |
| h2H |  |

In this chapter, we make the following simplifying assumption (which will be relaxed in the next chapter).

1. A Gentle Start

definition 2.1 (The Realizability Assumption) There exists h? 2 H s.t. L(D;f)(h?) = 0. Note that this assumption implies that with probability 1 over random samples, S, where the instances of S are sampled according to D and are labeled by f, we have LS(h?) = 0.

The realizability assumption implies that for every ERM hypothesis we have that[3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page38) LS(hS) = 0. However, we are interested in the true risk of hS, L(D;f)(hS), rather than its empirical risk.

Clearly, any guarantee on the error with respect to the underlying distribution, D, for an algorithm that has access only to a sample S should depend on the relationship between D and S. The common assumption in statistical machine learning is that the training sample S is generated by sampling points from the distribution D independently of each other. Formally,

The i.i.d. assumption: The examples in the training set are independently and identically distributed (i.i.d.) according to the distribution D. That is, every xi in S is freshly sampled according to D and then labeled according to the labeling function, f. We denote this assumption by S Dm where m is the size of S, and Dm denotes the probability over m-tuples induced by applying D to pick each element of the tuple independently of the other members of the tuple.

Intuitively, the training set S is a window through which the learner

gets partial information about the distribution D over the world and the labeling function, f. The larger the sample gets, the more likely it is to re ect more accurately the distribution and labeling used to generate it.

Since L(D;f)(hS) depends on the training set, S, and that training set is picked by a random process, there is randomness in the choice of the predictor hS and, consequently, in the risk L(D;f)(hS). Formally, we say that it is a random variable. It is not realistic to expect that with full certainty S will su ce to direct the learner toward a good classi er (from the point of view of D), as there is always some probability that the sampled training data happens to be very nonrepresentative of the underlying D. If we go back to the papaya tasting example, there is always some (small) chance that all the papayas we have happened to taste were not tasty, in spite of the fact that, say, 70% of the papayas in our island are tasty. In such a case, ERMH(S) may be the constant function that labels every papaya as \not tasty" (and has 70% error on the true distribution of papapyas in the island). We will therefore address the probability to sample a training set for which L(D;f)(hS) is not too large. Usually, we denote the probability of getting a nonrepresentative sample by , and call (1 ) the con dence parameter of our prediction.

On top of that, since we cannot guarantee perfect label prediction, we intro-duce another parameter for the quality of prediction, the accuracy parameter,

1. Mathematically speaking, this holds with probability 1. To simplify the presentation, we sometimes omit the \with probability 1" speci er.

|  |  |
| --- | --- |
| 2.3 Empirical Risk Minimization with Inductive Bias | 39 |
|  |  |

commonly denoted by . We interpret the event L(D;f)(hS) > as a failure of the learner, while if L(D;f)(hS) we view the output of the algorithm as an approx-imately correct predictor. Therefore ( xing some labeling function f : X ! Y), we are interested in upper bounding the probability to sample m-tuple of in-stances that will lead to failure of the learner. Formally, let Sjx = (x1; : : : ; xm) be the instances of the training set. We would like to upper bound

Dm(fSjx : L(D;f)(hS) > g):

Let HB be the set of \bad" hypotheses, that is,

HB = fh 2 H : L(D;f)(h) > g:

In addition, let

1. = fSjx : 9h 2 HB; LS(h) = 0g

be the set of misleading samples: Namely, for every Sjx 2 M, there is a \bad" hypothesis, h 2 HB, that looks like a \good" hypothesis on Sjx. Now, recall that we would like to bound the probability of the event L(D;f)(hS) > . But, since the realizability assumption implies that LS(hS) = 0, it follows that the event L(D;f)(hS) > can only happen if for some h 2 HB we have LS(h) = 0. In other words, this event will only happen if our sample is in the set of misleading samples, M. Formally, we have shown that

fSjx : L(D;f)(hS) > g M :

Note that we can rewrite M as

|  |  |  |
| --- | --- | --- |
|  | [ |  |
| M = | fSjx : LS(h) = 0g: | (2.5) |

h2HB

Hence,

Dm(fSjx : L(D;f)(hS) > g) Dm(M) = Dm([h2HB fSjx : LS(h) = 0g):

(2.6)

Next, we upper bound the right-hand side of the preceding equation using the union bound { a basic property of probabilities.

lemma 2.2 (Union Bound) For any two sets A; B and a distribution D we have

D(A [ B) D(A) + D(B):

Applying the union bound to the right-hand side of Equation ([2.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page39)) yields

|  |  |  |
| --- | --- | --- |
| Dm(fSjx : L(D;f)(hS) > g) | X |  |
| Dm(fSjx : LS(h) = 0g): | (2.7) |

h2HB

Next, let us bound each summand of the right-hand side of the preceding in-equality. Fix some \bad" hypothesis h 2 HB. The event LS(h) = 0 is equivalent

1. A Gentle Start

to the event 8i; h(xi) = f(xi). Since the examples in the training set are sampled i.i.d. we get that

Dm(fSjx : LS(h) = 0g) = Dm(fSjx : 8i; h(xi) = f(xi)g)

|  |  |
| --- | --- |
| m |  |
| iY |  |
| = D(fxi : h(xi) = f(xi)g): | (2.8) |

=1

For each individual sampling of an element of the training set we have D(fxi : h(xi) = yig) = 1 L(D;f)(h) 1 ;

where the last inequality follows from the fact that h 2 HB. Combining the previous equation with Equation ([2.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page40)) and using the inequality 1 e we obtain that for every h 2 HB,

|  |  |
| --- | --- |
| Dm(fSjx : LS(h) = 0g) (1 )m e m: | (2.9) |

Combining this equation with Equation ([2.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page39)) we conclude that

Dm(fSjx : L(D;f)(hS) > g) jHBj e m jHj e m:

A graphical illustration which explains how we used the union bound is given in Figure [2.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page40).
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Figure 2.1 Each point in the large circle represents a possible m-tuple of instances. Each colored oval represents the set of \misleading" m-tuple of instances for some \bad" predictor h 2 HB. The ERM can potentially over t whenever it gets a misleading training set S. That is, for some h 2 HB we have LS(h) = 0.

Equation ([2.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page40)) guarantees that for each individual bad hypothesis, h 2 HB, at most (1 )m-fraction of the training sets would be misleading. In particular, the larger m is, the smaller each of these colored ovals becomes. The union bound formalizes the fact that the area representing the training sets that are misleading with respect to some h 2 HB (that is, the training sets in M) is at most the sum of the areas of the colored ovals. Therefore, it is bounded by jHBj times the maximum size of a colored oval. Any sample S outside the colored ovals cannot cause the ERM rule to over t.

corollary 2.3 Let H be a nite hypothesis class. Let 2 (0; 1) and > 0

|  |  |
| --- | --- |
| 2.4 Exercises | 41 |
|  |

and let m be an integer that satis es

1. log(jHj= ) :

Then, for any labeling function, f, and for any distribution, D, for which the realizability assumption holds (that is, for some h 2 H, L(D;f)(h) = 0), with probability of at least 1 over the choice of an i.i.d. sample S of size m, we have that for every ERM hypothesis, hS, it holds that

L(D;f)(hS) :

The preceeding corollary tells us that for a su ciently large m, the ERMH rule over a nite hypothesis class will be probably (with con dence 1 ) approximately (up to an error of ) correct. In the next chapter we formally de ne the model of Probably Approximately Correct (PAC) learning.

2.4 Exercises

1. Over tting of polynomial matching: We have shown that the predictor de ned in Equation ([2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page36)) leads to over tting. While this predictor seems to be very unnatural, the goal of this exercise is to show that it can be described

as a thresholded polynomial. That is, show that given a training set S = f(xi; f(xi))gmi=1 (Rd f0; 1g)m, there exists a polynomial pS such that hS(x) = 1 if and only if pS(x) 0, where hS is as de ned in Equation ([2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page36)). It follows that learning the class of all thresholded polynomials using the ERM rule may lead to over tting.

1. Let H be a class of binary classi ers over a domain X . Let D be an unknown distribution over X , and let f be the target hypothesis in H. Fix some h 2 H. Show that the expected value of LS(h) over the choice of Sjx equals L(D;f)(h), namely,

E [LS(h)] = L(D;f)(h):

Sjx Dm

1. Axis aligned rectangles: An axis aligned rectangle classi er in the plane

is a classi er that assigns the value 1 to a point if and only if it is inside a certain rectangle. Formally, given real numbers a1 b1; a2 b2, de ne the

classi er h(a1;b1;a2;b2) by

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| h(a1;b1;a2;b2)(x1; x2) = ( | 1 | if a1 x1 b1 | and a2 | x2 | b2 | : | (2.10) |
| 0 | otherwise |  |  |  |

The class of all axis aligned rectangles in the plane is de ned as

Hrec2 = fh(a1;b1;a2;b2) : a1 b1; and a2 b2g:

Note that this is an in nite size hypothesis class. Throughout this exercise we rely on the realizability assumption.

1. A Gentle Start
   1. Let A be the algorithm that returns the smallest rectangle enclosing all positive examples in the training set. Show that A is an ERM.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 2. Show that if A receives a training set of size | | | | | 4 log(4= ) | | | | then, with proba- |
|  |  | |  |
| bility of at least 1it returns a hypothesis with error of at most . | | | | | | | | | |
| Hint: Fix some distribution | D | over | X | , let R = R(a | | | ; b | ; a ; b ) be the rect- | |
|  |  |  | 1 | | 1 |  | 2 2 |

angle that generates the labels, and let f be the corresponding hypothesis. Let a1 a1 be a number such that the probability mass (with respect to D) of the rectangle R1 = R(a1; a1; a2; b2) is exactly =4. Similarly, let b1; a2; b2 be numbers such that the probability masses of the rectangles R2 = R(b1; b1; a2; b2); R3 = R(a1; b1; a2; a2); R4 = R(a1; b1; b2; b2) are all exactly =4. Let R(S) be the rectangle returned by A. See illustration in Figure [2.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page42).
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Figure 2.2 Axis aligned rectangles.

Show that R(S) R .

Show that if S contains (positive) examples in all of the rectangles R1; R2; R3; R4, then the hypothesis returned by A has error of at most .

For each i 2 f1; : : : ; 4g, upper bound the probability that S does not contain an example from Ri.

Use the union bound to conclude the argument.

1. Repeat the previous question for the class of axis aligned rectangles in Rd.
2. Show that the runtime of applying the algorithm A mentioned earlier is polynomial in d; 1= ; and in log(1= ).

1. A Formal Learning Model

In this chapter we de ne our main formal learning model { the PAC learning model and its extensions. We will consider other notions of learnability in Chap-ter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83).

3.1 PAC Learning

In the previous chapter we have shown that for a nite hypothesis class, if the ERM rule with respect to that class is applied on a su ciently large training sample (whose size is independent of the underlying distribution or labeling function) then the output hypothesis will be probably approximately correct. More generally, we now de ne Probably Approximately Correct (PAC) learning.

definition 3.1 (PAC Learnability) A hypothesis class H is PAC learnable if there exist a function mH : (0; 1)2 ! N and a learning algorithm with the following property: For every ; 2 (0; 1), for every distribution D over X , and for every labeling function f : X ! f0; 1g, if the realizable assumption holds with respect to H; D; f, then when running the learning algorithm on m mH( ; ) i.i.d. examples generated by D and labeled by f, the algorithm returns a hypothesis h such that, with probability of at least 1 (over the choice of the examples), L(D;f)(h) .

The de nition of Probably Approximately Correct learnability contains two approximation parameters. The accuracy parameter determines how far the output classi er can be from the optimal one (this corresponds to the \approx-imately correct"), and a con dence parameter indicating how likely the clas-si er is to meet that accuracy requirement (corresponds to the \probably" part of \PAC"). Under the data access model that we are investigating, these ap-proximations are inevitable. Since the training set is randomly generated, there may always be a small chance that it will happen to be noninformative (for ex-ample, there is always some chance that the training set will contain only one domain point, sampled over and over again). Furthermore, even when we are lucky enough to get a training sample that does faithfully represent D, because it is just a nite sample, there may always be some ne details of D that it fails
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to re ect. Our accuracy parameter, , allows \forgiving" the learner's classi er for making minor errors.

Sample Complexity

The function mH : (0; 1)2 ! N determines the sample complexity of learning H: that is, how many examples are required to guarantee a probably approximately correct solution. The sample complexity is a function of the accuracy ( ) and con dence ( ) parameters. It also depends on properties of the hypothesis class

H { for example, for a nite class we showed that the sample complexity depends on log the size of H.

Note that if H is PAC learnable, there are many functions mH that satisfy the requirements given in the de nition of PAC learnability. Therefore, to be precise,

we will de ne the sample complexity of learning H to be the \minimal function," in the sense that for any ; , mH( ; ) is the minimal integer that satis es the requirements of PAC learning with accuracy and con dence .

Let us now recall the conclusion of the analysis of nite hypothesis classes from the previous chapter. It can be rephrased as stating:

corollary 3.2 Every nite hypothesis class is PAC learnable with sample complexity

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | H |  |  |  |  |  |
| m |  | ( ; ) |  |  | log(jHj= ) | : |
|  |  |  |  |

There are in nite classes that are learnable as well (see, for example, Exer-cise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page41)). Later on we will show that what determines the PAC learnability of a class is not its niteness but rather a combinatorial measure called the VC dimension.

3.2 A More General Learning Model

The model we have just described can be readily generalized, so that it can be made relevant to a wider scope of learning tasks. We consider generalizations in two aspects:

Removing the Realizability Assumption

We have required that the learning algorithm succeeds on a pair of data distri-bution D and labeling function f provided that the realizability assumption is met. For practical learning tasks, this assumption may be too strong (can we really guarantee that there is a rectangle in the color-hardness space that fully determines which papayas are tasty?). In the next subsection, we will describe the agnostic PAC model in which this realizability assumption is waived.

|  |  |
| --- | --- |
| 3.2 A More General Learning Model | 45 |
|  |  |

Learning Problems beyond Binary Classi cation

The learning task that we have been discussing so far has to do with predicting a binary label to a given example (like being tasty or not). However, many learning tasks take a di erent form. For example, one may wish to predict a real valued number (say, the temperature at 9:00 p.m. tomorrow) or a label picked from a nite set of labels (like the topic of the main story in tomorrow's paper). It turns out that our analysis of learning can be readily extended to such and many other scenarios by allowing a variety of loss functions. We shall discuss that in Section [3.2.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page47) later.

3.2.1 Releasing the Realizability Assumption { Agnostic PAC Learning

A More Realistic Model for the Data-Generating Distribution

Recall that the realizability assumption requires that there exists h? 2 H such that Px D[h?(x) = f(x)] = 1. In many practical problems this assumption does not hold. Furthermore, it is maybe more realistic not to assume that the labels are fully determined by the features we measure on input elements (in the case of the papayas, it is plausible that two papayas of the same color and softness will have di erent taste). In the following, we relax the realizability assumption by replacing the \target labeling function" with a more exible notion, a data-labels generating distribution.

Formally, from now on, let D be a probability distribution over X Y, where, as before, X is our domain set and Y is a set of labels (usually we will consider

1. = f0; 1g). That is, D is a joint distribution over domain points and labels. One can view such a distribution as being composed of two parts: a distribution Dx over unlabeled domain points (sometimes called the marginal distribution) and

a conditional probability over labels for each domain point, D((x; y)jx). In the papaya example, Dx determines the probability of encountering a papaya whose color and hardness fall in some color-hardness values domain, and the conditional probability is the probability that a papaya with color and hardness represented by x is tasty. Indeed, such modeling allows for two papayas that share the same color and hardness to belong to di erent taste categories.

The empirical and the True Error Revised

For a probability distribution, D, over X Y, one can measure how likely h is to make an error when labeled points are randomly drawn according to D. We rede ne the true error (or risk) of a prediction rule h to be

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| def | (x;yP) | def | D(f(x; y) : h(x) 6= yg): | (3.1) |
| LD(h) = | [h(x) 6= y] = |
|  | D | |  |  |

We would like to nd a predictor, h, for which that error will be minimized. However, the learner does not know the data generating D. What the learner does have access to is the training data, S. The de nition of the empirical risk
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remains the same as before, namely,

def jfi 2 [m] : h(xi) 6= yigj

LS(h) = :

m

Given S, a learner can compute LS(h) for any function h : X ! f0; 1g. Note

that LS(h) = LD(uniform over S)(h).

The Goal

We wish to nd some hypothesis, h : X ! Y, that (probably approximately)

minimizes the true risk, LD(h).

The Bayes Optimal Predictor.

Given any probability distribution D over X f0; 1g, the best label predicting function from X to f0; 1g will be

(

1 if P[y = 1jx] 1=2

fD(x) =

0 otherwise

It is easy to verify (see Exercise [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page52)) that for every probability distribution D, the Bayes optimal predictor fD is optimal, in the sense that no other classi er,

1. : X ! f0; 1g has a lower error. That is, for every classi er g, LD(fD) LD(g). Unfortunately, since we do not know D, we cannot utilize this optimal predictor

fD. What the learner does have access to is the training sample. We can now present the formal de nition of agnostic PAC learnability, which is a natural extension of the de nition of PAC learnability to the more realistic, nonrealizable, learning setup we have just discussed.

Clearly, we cannot hope that the learning algorithm will nd a hypothesis whose error is smaller than the minimal possible error, that of the Bayes predic-tor.

Furthermore, as we shall prove later, once we make no prior assumptions about the data-generating distribution, no algorithm can be guaranteed to nd a predictor that is as good as the Bayes optimal one. Instead, we require that the learning algorithm will nd a predictor whose error is not much larger than the best possible error of a predictor in some given benchmark hypothesis class. Of course, the strength of such a requirement depends on the choice of that hypothesis class.

definition 3.3 (Agnostic PAC Learnability) A hypothesis class H is agnostic PAC learnable if there exist a function mH : (0; 1)2 ! N and a learning algorithm with the following property: For every ; 2 (0; 1) and for every distribution D over X Y, when running the learning algorithm on m mH( ; ) i.i.d. examples generated by D, the algorithm returns a hypothesis h such that, with probability of at least 1 (over the choice of the m training examples),

LD(h) min LD(h0) + :

h02H

|  |  |
| --- | --- |
| 3.2 A More General Learning Model | 47 |
|  |  |

Clearly, if the realizability assumption holds, agnostic PAC learning provides the same guarantee as PAC learning. In that sense, agnostic PAC learning gener-alizes the de nition of PAC learning. When the realizability assumption does not hold, no learner can guarantee an arbitrarily small error. Nevertheless, under the de nition of agnostic PAC learning, a learner can still declare success if its error is not much larger than the best error achievable by a predictor from the class H. This is in contrast to PAC learning, in which the learner is required to achieve a small error in absolute terms and not relative to the best error achievable by the hypothesis class.

3.2.2 The Scope of Learning Problems Modeled

We next extend our model so that it can be applied to a wide variety of learning tasks. Let us consider some examples of di erent learning tasks.

Multiclass Classi cation Our classi cation does not have to be binary. Take, for example, the task of document classi cation: We wish to design a program that will be able to classify given documents according to topics (e.g., news, sports, biology, medicine). A learning algorithm for such a task will have access to examples of correctly classi ed documents and, on the basis of these examples, should output a program that can take as input a new document and output a topic classi cation for that document. Here, the domain set is the set of all potential documents. Once again, we would usually represent documents by a set of features that could include counts of di erent key words in the document, as well as other possibly relevant features like the size of the document or its origin. The label set in this task

will be the set of possible document topics (so Y will be some large nite set). Once we determine our domain and label sets, the other components of our framework look exactly the same as in the papaya tasting example; Our training sample will be a nite sequence of (feature vector; label) pairs, the learner's output will be a function from the domain set to the label set, and, nally, for our measure of success, we can use the probability, over (document, topic) pairs, of the event that our predictor suggests a wrong label.

Regression In this task, one wishes to nd some simple pattern in the data { a functional relationship between the X and Y components of the data. For example, one wishes to nd a linear function that best predicts a baby's birth weight on the basis of ultrasound measures of his head circumference,

abdominal circumference, and femur length. Here, our domain set X is some subset of R3 (the three ultrasound measurements), and the set of \labels," Y, is the the set of real numbers (the weight in grams). In this context,

it is more adequate to call Y the target set. Our training data as well as the learner's output are as before (a nite sequence of (x; y) pairs, and a function from X to Y respectively). However, our measure of success is
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di erent. We may evaluate the quality of a hypothesis function, h : X ! Y, by the expected square di erence between the true labels and their predicted values, namely,

|  |  |  |  |
| --- | --- | --- | --- |
| def | | (h(x) y)2: | (3.2) |
| LD(h) = | (x;yE) |
|  | D |  |  |

To accommodate a wide range of learning tasks we generalize our formalism of the measure of success as follows:

Generalized Loss Functions

Given any set H (that plays the role of our hypotheses, or models) and some domain Z let ` be any function from H Z to the set of nonnegative real numbers,

1. : H Z ! R+.

We call such functions loss functions.

Note that for prediction problems, we have that Z = X Y. However, our notion of the loss function is generalized beyond prediction tasks, and therefore it allows Z to be any domain of examples (for instance, in unsupervised learning tasks such as the one described in Chapter [22](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page307), Z is not a product of an instance domain and a label domain).

We now de ne the risk function to be the expected loss of a classi er, h 2 H, with respect to a probability distribution D over Z, namely,

|  |  |  |  |
| --- | --- | --- | --- |
| def | | [`(h; z)]: | (3.3) |
| LD(h) = | E |
|  | z D |  |  |

That is, we consider the expectation of the loss of h over objects z picked ran-domly according to D. Similarly, we de ne the empirical risk to be the expected loss over a given sample S = (z1; : : : ; zm) 2 Zm, namely,

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| def | 1 |  | m |  |
|  |  |  | Xi |  |
| LS(h) = | m | | `(h; zi): | (3.4) |
|  |  |  | =1 |  |

The loss functions used in the preceding examples of classi cation and regres-sion tasks are as follows:

0{1 loss: Here, our random variable z ranges over the set of pairs X Y and the loss function is

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| `0 1 | (h; (x; y)) = | (1 | if | h(x) = y |
|  | def | 0 | if | h(x) = y |
|  |  |  |  | 6 |

This loss function is used in binary or multiclass classi cation problems.

One should note that, for a random variable, , taking the values f0; 1g,

E D[ ] = P D[ = 1]. Consequently, for this loss function, the de ni-

tions of LD(h) given in Equation ([3.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page48)) and Equation ([3.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page45)) coincide.

Square Loss: Here, our random variable z ranges over the set of pairs X Y and the loss function is

def 2

`sq(h; (x; y)) = (h(x) y) :

|  |  |
| --- | --- |
| 3.3 Summary | 49 |
|  |  |

This loss function is used in regression problems.

We will later see more examples of useful instantiations of loss functions.

To summarize, we formally de ne agnostic PAC learnability for general loss functions.

|  |  |  |
| --- | --- | --- |
| definition 3.4 (Agnostic PAC Learnability for General Loss | Functions) A | |
| hypothesis class H is agnostic PAC learnable with respect to | a | set Z and a |
| loss function ` : H Z ! R+, if there exist a function mH : | | (0; 1)2 ! N |

and a learning algorithm with the following property: For every ; 2 (0; 1) and for every distribution D over Z, when running the learning algorithm on

1. mH( ; ) i.i.d. examples generated by D, the algorithm returns h 2 H such that, with probability of at least 1 (over the choice of the m training examples),

LD(h) min LD(h0) + ;

h02H

where LD(h) = Ez D[`(h; z)].

Remark 3.1 (A Note About Measurability\*) In the aforementioned de nition, for every h 2 H, we view the function `(h; ) : Z ! R+ as a random variable and de ne LD(h) to be the expected value of this random variable. For that, we need to require that the function `(h; ) is measurable. Formally, we assume that there is a -algebra of subsets of Z, over which the probability D is de ned, and that the preimage of every initial segment in R+ is in this -algebra. In the speci c case of binary classi cation with the 0 1 loss, the -algebra is over X f0; 1g and our assumption on ` is equivalent to the assumption that for every h, the set f(x; h(x)) : x 2 X g is in the -algebra.

Remark 3.2 (Proper versus Representation-Independent Learning\*) In the pre-ceding de nition, we required that the algorithm will return a hypothesis from H. In some situations, H is a subset of a set H0, and the loss function can be naturally extended to be a function from H0 Z to the reals. In this case, we may allow the algorithm to return a hypothesis h0 2 H0, as long as it satis es the requirement LD(h0) minh2H LD(h) + . Allowing the algorithm to output a hypothesis from H0 is called representation independent learning, while proper learning occurs when the algorithm must output a hypothesis from H. Represen-tation independent learning is sometimes called \improper learning," although there is nothing improper in representation independent learning.

3.3 Summary

In this chapter we de ned our main formal learning model { PAC learning. The basic model relies on the realizability assumption, while the agnostic variant does

1. A Formal Learning Model

not impose any restrictions on the underlying distribution over the examples. We also generalized the PAC model to arbitrary loss functions. We will sometimes refer to the most general model simply as PAC learning, omitting the \agnostic" pre x and letting the reader infer what the underlying loss function is from the context. When we would like to emphasize that we are dealing with the original PAC setting we mention that the realizability assumption holds. In Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83) we will discuss other notions of learnability.

3.4 Bibliographic Remarks

Our most general de nition of agnostic PAC learning with general loss func-tions follows the works of Vladimir Vapnik and Alexey Chervonenkis (Vapnik & Chervonenkis 1971). In particular, we follow Vapnik's general setting of learning (Vapnik 1982, Vapnik 1992, Vapnik 1995, Vapnik 1998).

PAC learning was introduced by Valiant (1984). Valiant was named the winner of the 2010 Turing Award for the introduction of the PAC model. Valiant's de nition requires that the sample complexity will be polynomial in 1= and in 1= , as well as in the representation size of hypotheses in the class (see also Kearns & Vazirani (1994)). As we will see in Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67), if a problem is at all PAC learnable then the sample complexity depends polynomially on 1= and log(1= ). Valiant's de nition also requires that the runtime of the learning algorithm will be polynomial in these quantities. In contrast, we chose to distinguish between the statistical aspect of learning and the computational aspect of learning. We will elaborate on the computational aspect later on in Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100), where we introduce the full PAC learning model of Valiant. For expository reasons, we use the term PAC learning even when we ignore the runtime aspect of learning. Finally, the formalization of agnostic PAC learning is due to Haussler (1992).

3.5 Exercises

1. Monotonicity of Sample Complexity: Let H be a hypothesis class for a binary classi cation task. Suppose that H is PAC learnable and its sample complexity is given by mH( ; ). Show that mH is monotonically nonincreasing in each of its parameters. That is, show that given 2 (0; 1), and given 0 < 1 2 < 1, we have that mH( 1; ) mH( 2; ). Similarly, show that given 2 (0; 1), and given 0 < 1 2 < 1, we have that mH( ; 1) mH( ; 2).
2. Let X be a discrete domain, and let HSingleton = fhz : z 2 X g [ fh g, where for each z 2 X , hz is the function de ned by hz(x) = 1 if x = z and hz(x) = 0 if x 6= z. h is simply the all-negative hypothesis, namely, 8x 2 X, h (x) = 0. The realizability assumption here implies that the true hypothesis f labels negatively all examples in the domain, perhaps except one.

|  |  |
| --- | --- |
| 3.5 Exercises | 51 |
|  |  |

* 1. Describe an algorithm that implements the ERM rule for learning HSingleton in the realizable setup.
  2. Show that HSingleton is PAC learnable. Provide an upper bound on the sample complexity.

1. Let X = R2, Y = f0; 1g, and let H be the class of concentric circles in the plane, that is, H = fhr : r 2 R+g, where hr(x) = 1[kxk r]. Prove that H is PAC learnable (assume realizability), and its sample complexity is bounded by

|  |  |  |
| --- | --- | --- |
| mH( ; ) |  | : |
|  | log(1= ) |  |
|  |  |  |

1. In this question, we study the hypothesis class of Boolean conjunctions de ned

as follows. The instance space is X = f0; 1gd and the label set is Y = f0; 1g. A literal over the variables x1; : : : ; xd is a simple Boolean function that takes the form f(x) = xi, for some i 2 [d], or f(x) = 1 xi for some i 2 [d]. We use the notation xi as a shorthand for 1 xi. A conjunction is any product of literals. In Boolean logic, the product is denoted using the ^ sign. For example, the function h(x) = x1 (1 x2) is written as x1 ^ x2.

We consider the hypothesis class of all conjunctions of literals over the d

variables. The empty conjunction is interpreted as the all-positive hypothesis (namely, the function that returns h(x) = 1 for all x). The conjunction x1 ^x1 (and similarly any conjunction involving a literal and its negation) is allowed and interpreted as the all-negative hypothesis (namely, the conjunction that returns h(x) = 0 for all x). We assume realizability: Namely, we assume that there exists a Boolean conjunction that generates the labels. Thus, each

example (x; y) 2 X Y consists of an assignment to the d Boolean variables x1; : : : ; xd, and its truth value (0 for false and 1 for true).

For instance, let d = 3 and suppose that the true conjunction is x1 ^ x2. Then, the training set S might contain the following instances:

((1; 1; 1); 0); ((1; 0; 1); 1); ((0; 1; 0); 0)((1; 0; 0); 1):

Prove that the hypothesis class of all conjunctions over d variables is PAC learnable and bound its sample complexity. Propose an algorithm that implements the ERM rule, whose runtime is polynomial in d m.

1. Let X be a domain and let D1; D2; : : : ; Dm be a sequence of distributions over X . Let H be a nite class of binary classi ers over X and let f 2 H. Suppose we are getting a sample S of m examples, such that the instances are

independent but are not identically distributed; the ith instance is sampled

|  |  |
| --- | --- |
|  |  |
| from Di and then yi is set to be f(xi). Let Dm denote the average, that is, | |
|  | + + Dm)=m. |
| Dm = (D1 |

Fix an accuracy parameter 2 (0; 1). Show that

P 9h 2 H s.t. L (h) > and L(S;f)(h) = 0 jHje m:

(Dm;f)

1. A Formal Learning Model

Hint: Use the geometric-arithmetic mean inequality.

1. Let H be a hypothesis class of binary classi ers. Show that if H is agnostic PAC learnable, then H is PAC learnable as well. Furthermore, if A is a suc-cessful agnostic PAC learner for H, then A is also a successful PAC learner for H.
2. (\*) The Bayes optimal predictor: Show that for every probability distri-bution D, the Bayes optimal predictor fD is optimal, in the sense that for every classi er g from X to f0; 1g, LD(fD) LD(g).
3. (\*) We say that a learning algorithm A is better than B with respect to some probability distribution, D, if

LD(A(S)) LD(B(S))

for all samples S 2 (X f0; 1g)m. We say that a learning algorithm A is better than B, if it is better than B with respect to all probability distributions D over X f0; 1g.

1. A probabilistic label predictor is a function that assigns to every domain

point x a probability value, h(x) 2 [0; 1], that determines the probability of predicting the label 1. That is, given such an h and an input, x, the label for x is predicted by tossing a coin with bias h(x) toward Heads and predicting 1 i the coin comes up Heads. Formally, we de ne a probabilistic label

predictor as a function, h : X ! [0; 1]. The loss of such h on an example (x; y) is de ned to be jh(x) yj, which is exactly the probability that the prediction of h will not be equal to y. Note that if h is deterministic, that

is, returns values in f0; 1g, then jh(x) yj = 1[h(x)6=y].

Prove that for every data-generating distribution D over X f0; 1g, the Bayes optimal predictor has the smallest risk (w.r.t. the loss function `(h; (x; y)) = jh(x) yj, among all possible label predictors, including prob-abilistic ones).

* 1. Let X be a domain and f0; 1g be a set of labels. Prove that for every distribution D over X f0; 1g, there exist a learning algorithm AD that is better than any other learning algorithm with respect to D.
  2. Prove that for every learning algorithm A there exist a probability distri-

bution, D, and a learning algorithm B such that A is not better than B w.r.t. D.

1. Consider a variant of the PAC model in which there are two example ora-cles: one that generates positive examples and one that generates negative

examples, both according to the underlying distribution D on X . Formally, given a target function f : X ! f0; 1g, let D+ be the distribution over

X + = fx 2 X : f(x) = 1g de ned by D+(A) = D(A)=D(X +), for every A X +. Similarly, D is the distribution over X induced by D.

The de nition of PAC learnability in the two-oracle model is the same as the standard de nition of PAC learnability except that here the learner has access to m+H( ; ) i.i.d. examples from D+ and m ( ; ) i.i.d. examples from D . The learner's goal is to output h s.t. with probability at least 1 (over the choice

|  |  |
| --- | --- |
| 3.5 Exercises | 53 |
|  |  |

of the two training sets, and possibly over the nondeterministic decisions made by the learning algorithm), both L(D+;f)(h) and L(D ;f)(h) .

1. (\*) Show that if H is PAC learnable (in the standard one-oracle model), then H is PAC learnable in the two-oracle model.
2. (\*\*) De ne h+ to be the always-plus hypothesis and h to be the always-minus hypothesis. Assume that h+; h 2 H. Show that if H is PAC learn-able in the two-oracle model, then H is PAC learnable in the standard one-oracle model.

1. Learning via Uniform Convergence

The rst formal learning model that we have discussed was the PAC model. In Chapter [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page33) we have shown that under the realizability assumption, any nite hypothesis class is PAC learnable. In this chapter we will develop a general tool, uniform convergence, and apply it to show that any nite class is learnable in the agnostic PAC model with general loss functions, as long as the range loss function is bounded.

4.1 Uniform Convergence Is Su cient for Learnability

The idea behind the learning condition discussed in this chapter is very simple. Recall that, given a hypothesis class, H, the ERM learning paradigm works as follows: Upon receiving a training sample, S, the learner evaluates the risk (or error) of each h in H on the given sample and outputs a member of H that minimizes this empirical risk. The hope is that an h that minimizes the empirical risk with respect to S is a risk minimizer (or has risk close to the minimum) with respect to the true data probability distribution as well. For that, it su ces to ensure that the empirical risks of all members of H are good approximations of their true risk. Put another way, we need that uniformly over all hypotheses in the hypothesis class, the empirical risk will be close to the true risk, as formalized in the following.

definition 4.1 ( -representative sample) A training set S is called -representative (w.r.t. domain Z, hypothesis class H, loss function `, and distribution D) if

8h 2 H; jLS(h) LD(h)j :

The next simple lemma states that whenever the sample is ( =2)-representative, the ERM learning rule is guaranteed to return a good hypothesis.

lemma 4.2 Assume that a training set S is 2 -representative (w.r.t. domain Z, hypothesis class H, loss function `, and distribution D). Then, any output of ERMH(S), namely, any hS 2 argminh2H LS(h), satis es

LD(hS) min LD(h) + :

h2H

|  |  |
| --- | --- |
| 4.2 Finite Classes Are Agnostic PAC Learnable | 55 |
|  |  |

Proof For every h 2 H,

LD(hS) LS(hS) + 2 LS(h) + 2 LD(h) + 2 + 2 = LD(h) + ;

where the rst and third inequalities are due to the assumption that S is 2 - representative (De nition [4.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54)) and the second inequality holds since hS is an ERM predictor. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The preceding lemma implies that to ensure that the ERM rule is an agnostic PAC learner, it su ces to show that with probability of at least 1 over the random choice of a training set, it will be an -representative training set. The uniform convergence condition formalizes this requirement.

definition 4.3 (Uniform Convergence) We say that a hypothesis class H has the uniform convergence property (w.r.t. a domain Z and a loss function `) if there exists a function mUCH : (0; 1)2 ! N such that for every ; 2 (0; 1) and for every probability distribution D over Z, if S is a sample of m mUCH( ; ) examples drawn i.i.d. according to D, then, with probability of at least 1 , S is -representative.

Similar to the de nition of sample complexity for PAC learning, the function mUCH measures the (minimal) sample complexity of obtaining the uniform con-vergence property, namely, how many examples we need to ensure that with probability of at least 1 the sample would be -representative.

The term uniform here refers to having a xed sample size that works for all members of H and over all possible probability distributions over the domain.

The following corollary follows directly from Lemma [4.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) and the de nition of uniform convergence.

corollary 4.4 If a class H has the uniform convergence property with a function mUCH then the class is agnostically PAC learnable with the sample com-plexity mH( ; ) mUCH( =2; ). Furthermore, in that case, the ERMH paradigm is a successful agnostic PAC learner for H.

4.2 Finite Classes Are Agnostic PAC Learnable

In view of Corollary [4.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page55), the claim that every nite hypothesis class is agnostic PAC learnable will follow once we establish that uniform convergence holds for a nite hypothesis class.

To show that uniform convergence holds we follow a two step argument, similar to the derivation in Chapter [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page33). The rst step applies the union bound while the second step employs a measure concentration inequality. We now explain these two steps in detail.

Fix some ; . We need to nd a sample size m that guarantees that for any D, with probability of at least 1 of the choice of S = (z1; : : : ; zm) sampled
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i.i.d. from D we have that for all h 2 H, jLS(h) LD(h)j . That is,

Dm(fS : 8h 2 H; jLS(h) LD(h)j g) 1 :

Equivalently, we need to show that

Dm(fS : 9h 2 H; jLS(h) LD(h)j > g) < :

Writing

fS : 9h 2 H; jLS(h) LD(h)j > g = [h2HfS : jLS(h) LD(h)j > g; and applying the union bound (Lemma [2.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page39)) we obtain

X

Dm(fS : 9h 2 H; jLS(h) LD(h)j > g) Dm(fS : jLS(h) LD(h)j > g):

h2H

(4.1)

Our second step will be to argue that each summand of the right-hand side

of this inequality is small enough (for a su ciently large m). That is, we will

show that for any xed hypothesis, h, (which is chosen in advance prior to the

sampling of the training set), the gap between the true and empirical risks,

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| jLS(h) LD(h)j, is likely to be small. | | | 1 | m |  |
| Recall that L (h) = Ez | D | [`(h; z)] and that LS(h) = |  | `(h; zi). Since |
| m | i=1 |
| D |  |  |
| each zi is sampled i.i.d. from D, the expected value of | | | the random variable | | |
|  | P |  |

`(h; zi) is LD(h). By the linearity of expectation, it follows that LD(h) is also the expected value of LS(h). Hence, the quantity jLD(h) LS(h)j is the deviation of the random variable LS(h) from its expectation. We therefore need to show that the measure of LS(h) is concentrated around its expected value.

A basic statistical fact, the law of large numbers, states that when m goes to in nity, empirical averages converge to their true expectation. This is true for LS(h), since it is the empirical average of m i.i.d random variables. However, since the law of large numbers is only an asymptotic result, it provides no information about the gap between the empirically estimated error and its true value for any given, nite, sample size.

Instead, we will use a measure concentration inequality due to Hoe ding, which quanti es the gap between empirical averages and their expected value.

lemma 4.5 (Hoe ding's Inequality) Let 1; : : : ; m be a sequence of i.i.d. ran-dom variables and assume that for all i, E[ i] = and P[a i b] = 1. Then, for any > 0

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| P " m1 | | | m | i> # | 2 exp 2 m 2=(b a)2 | : |
|  | | |  |  |  |
| i=1 |
|  | | | X |  |
|  |  |  |
|  |  |  |  |  |  |  |
|  | | |  |  |  |  |

The proof can be found in Appendix [B](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page422).

Getting back to our problem, let i be the random variable `(h; zi). Since h is xed and z1; : : : ; zm are sampled i.i.d., it follows that 1; : : : ; m are also i.i.d.

random variables. Furthermore, LS(h) = 1 Pm i and LD(h) = . Let us

m i=1

|  |  |
| --- | --- |
| 4.2 Finite Classes Are Agnostic PAC Learnable | 57 |
|  |  |

further assume that the range of ` is [0; 1] and therefore i 2 [0; 1]. We therefore obtain that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Dm(fS : jLS(h) LD(h)j > g) = P " m1 | | m | i> # | 2 exp | 2 m 2 : | |
|  | |  |  |  |  |
| i=1 |  |
|  |  | X |  |  |
|  |  |  |  |  |
|  | |  |  |  | (4.2) | |
| Combining this with Equation ([4.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page56)) yields | | |  |  |  |  |
|  |  |  | X |  |
| Dm(fS : 9h 2 H; jLS(h) LD(h)j > g) | | | 2 exp 2 m 2 | |
|  | | | h2H | |
| = | | | 2 jHj exp 2 m 2 : | |

Finally, if we choose

1. log(2jHj= ) 2 2

then

Dm(fS : 9h 2 H; jLS(h) LD(h)j > g) :

corollary 4.6 Let H be a nite hypothesis class, let Z be a domain, and let

1. : H Z ! [0; 1] be a loss function. Then, H enjoys the uniform convergence property with sample complexity

|  |  |  |  |
| --- | --- | --- | --- |
| H |  | 2 2 |  |
| mUC( ; ) |  | log(2jHj= ) | : |
|  |  |

Furthermore, the class is agnostically PAC learnable using the ERM algorithm with sample complexity

|  |  |  |  |
| --- | --- | --- | --- |
|  | 2 log(2 | = ) | |
| mH( ; ) mHUC( =2; ) | jHj |  | : |
| 2 |  |

Remark 4.1 (The \Discretization Trick") While the preceding corollary only applies to nite hypothesis classes, there is a simple trick that allows us to get a very good estimate of the practical sample complexity of in nite hypothesis classes. Consider a hypothesis class that is parameterized by d parameters. For example, let X = R, Y = f 1g, and the hypothesis class, H, be all functions of the form h (x) = sign(x ). That is, each hypothesis is parameterized by one parameter, 2 R, and the hypothesis outputs 1 for all instances larger than

and outputs 1 for instances smaller than . This is a hypothesis class of an in nite size. However, if we are going to learn this hypothesis class in practice, using a computer, we will probably maintain real numbers using oating point representation, say, of 64 bits. It follows that in practice, our hypothesis class

is parameterized by the set of scalars that can be represented using a 64 bits

oating point number. There are at most 264 such numbers; hence the actual size of our hypothesis class is at most 264. More generally, if our hypothesis class is parameterized by d numbers, in practice we learn a hypothesis class of size at most 264d. Applying Corollary [4.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page57) we obtain that the sample complexity of such
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128d+2 log(2= )

classes is bounded by 2 . This upper bound on the sample complex-ity has the de ciency of being dependent on the speci c representation of real numbers used by our machine. In Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67) we will introduce a rigorous way to analyze the sample complexity of in nite size hypothesis classes. Neverthe-less, the discretization trick can be used to get a rough estimate of the sample complexity in many practical situations.

4.3 Summary

If the uniform convergence property holds for a hypothesis class H then in most cases the empirical risks of hypotheses in H will faithfully represent their true risks. Uniform convergence su ces for agnostic PAC learnability using the ERM rule. We have shown that nite hypothesis classes enjoy the uniform convergence property and are hence agnostic PAC learnable.

4.4 Bibliographic Remarks

Classes of functions for which the uniform convergence property holds are also called Glivenko-Cantelli classes, named after Valery Ivanovich Glivenko and Francesco Paolo Cantelli, who proved the rst uniform convergence result in the 1930s. See (Dudley, Gine & Zinn 1991). The relation between uniform con-vergence and learnability was thoroughly studied by Vapnik { see (Vapnik 1992, Vapnik 1995, Vapnik 1998). In fact, as we will see later in Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67), the funda-mental theorem of learning theory states that in binary classi cation problems, uniform convergence is not only a su cient condition for learnability but is also a necessary condition. This is not the case for more general learning problems (see (Shalev-Shwartz, Shamir, Srebro & Sridharan 2010)).

4.5 Exercises

1. In this exercise, we show that the ( ; ) requirement on the convergence of errors in our de nitions of PAC learning, is, in fact, quite close to a sim-pler looking requirement about averages (or expectations). Prove that the following two statements are equivalent (for any learning algorithm A, any

probability distribution D, and any loss function whose range is [0; 1]): 1. For every ; > 0, there exists m( ; ) such that 8m m( ; )

P [LD(A(S)) > ] <

S Dm

2.

|  |  |  |  |
| --- | --- | --- | --- |
| lim E | [L | D | (A(S))] = 0 |
| m!1 S Dm |  |  |

|  |  |
| --- | --- |
| 4.5 Exercises | 59 |
|  |  |

(where ES Dm denotes the expectation over samples S of size m).

1. Bounded loss functions: In Corollary [4.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page57) we assumed that the range of the loss function is [0; 1]. Prove that if the range of the loss function is [a; b] then the sample complexity satis es

mH( ; ) mUC( =2; ) 2 log(2jHj= )(b a)2 :

H 2

1. The Bias-Complexity Tradeo

In Chapter [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page33) we saw that unless one is careful, the training data can mislead the learner, and result in over tting. To overcome this problem, we restricted the search space to some hypothesis class H. Such a hypothesis class can be viewed as re ecting some prior knowledge that the learner has about the task { a belief that one of the members of the class H is a low-error model for the task. For example, in our papayas taste problem, on the basis of our previous experience with other fruits, we may assume that some rectangle in the color-hardness plane predicts (at least approximately) the papaya's tastiness.

Is such prior knowledge really necessary for the success of learning? Maybe there exists some kind of universal learner, that is, a learner who has no prior knowledge about a certain task and is ready to be challenged by any task? Let us elaborate on this point. A speci c learning task is de ned by an unknown distribution D over X Y, where the goal of the learner is to nd a predictor h : X ! Y, whose risk, LD(h), is small enough. The question is therefore whether there exist a learning algorithm A and a training set size m, such that for every distribution D, if A receives m i.i.d. examples from D, there is a high chance it outputs a predictor h that has a low risk.

The rst part of this chapter addresses this question formally. The No-Free-Lunch theorem states that no such universal learner exists. To be more precise, the theorem states that for binary classi cation prediction tasks, for every learner there exists a distribution on which it fails. We say that the learner fails if, upon receiving i.i.d. examples from that distribution, its output hypothesis is likely to have a large risk, say, 0:3, whereas for the same distribution, there exists another learner that will output a hypothesis with a small risk. In other words, the theorem states that no learner can succeed on all learnable tasks { every learner has tasks on which it fails while other learners succeed.

Therefore, when approaching a particular learning problem, de ned by some distribution D, we should have some prior knowledge on D. One type of such prior knowledge is that D comes from some speci c parametric family of distributions. We will study learning under such assumptions later on in Chapter [24](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page342). Another type of prior knowledge on D, which we assumed when de ning the PAC learning model, is that there exists h in some prede ned hypothesis class H, such that LD(h) = 0. A softer type of prior knowledge on D is assuming that minh2H LD(h) is small. In a sense, this weaker assumption on D is a prerequisite for using the

|  |  |
| --- | --- |
| 5.1 The No-Free-Lunch Theorem | 61 |
|  |  |

agnostic PAC model, in which we require that the risk of the output hypothesis will not be much larger than minh2H LD(h).

In the second part of this chapter we study the bene ts and pitfalls of using a hypothesis class as a means of formalizing prior knowledge. We decompose the error of an ERM algorithm over a class H into two components. The rst component re ects the quality of our prior knowledge, measured by the minimal risk of a hypothesis in our hypothesis class, minh2H LD(h). This component is also called the approximation error, or the bias of the algorithm toward choosing a hypothesis from H. The second component is the error due to over tting, which depends on the size or the complexity of the class H and is called the estimation error. These two terms imply a tradeo between choosing a more complex H (which can decrease the bias but increases the risk of over tting) or a less complex H (which might increase the bias but decreases the potential over tting).

5.1 The No-Free-Lunch Theorem

In this part we prove that there is no universal learner. We do this by showing that no learner can succeed on all learning tasks, as formalized in the following theorem:

theorem 5.1 (No-Free-Lunch) Let A be any learning algorithm for the task of binary classi cation with respect to the 0 1 loss over a domain X . Let m be any number smaller than jX j=2, representing a training set size. Then, there exists a distribution D over X f0; 1g such that:

1. There exists a function f : X ! f0; 1g with LD(f) = 0.
2. With probability of at least 1=7 over the choice of S Dm we have that LD(A(S)) 1=8.

This theorem states that for every learner, there exists a task on which it fails, even though that task can be successfully learned by another learner. Indeed, a trivial successful learner in this case would be an ERM learner with the hypoth-esis class H = ffg, or more generally, ERM with respect to any nite hypothesis class that contains f and whose size satis es the equation m 8 log(7jHj=6) (see Corollary [2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page40)).

Proof Let C be a subset of X of size 2m. The intuition of the proof is that any learning algorithm that observes only half of the instances in C has no information on what should be the labels of the rest of the instances in C. Therefore, there exists a \reality," that is, some target function f, that would contradict the labels that A(S) predicts on the unobserved instances in C.

Note that there are T = 22m possible functions from C to f0; 1g. Denote these functions by f1; : : : ; fT . For each such function, let Di be a distribution over

1. The Bias-Complexity Tradeo C f0; 1g de ned by

(

1=jCj if y = fi(x)

Di(f(x; y)g) =

0 otherwise:

That is, the probability to choose a pair (x; y) is 1=jC j if the label y is indeed the true label according to fi, and the probability is 0 if y 6= fi(x). Clearly,

LDi (fi) = 0.

We will show that for every algorithm, A, that receives a training set of m examples from C f0; 1g and returns a function A(S) : C ! f0; 1g, it holds that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| max | | | S | E | m[LDi (A(S))] 1=4: | (5.1) |
| i | 2 | [T ] |  |
|  |  |  | Di | |  |

Clearly, this means that for every algorithm, A0, that receives a training set of m examples from X f0; 1g there exist a function f : X ! f0; 1g and a distribution

1. over X f0; 1g, such that LD(f) = 0 and

|  |  |  |  |
| --- | --- | --- | --- |
| S | E | m[LD(A0(S))] 1=4: | (5.2) |
|  | D |  |  |

It is easy to verify that the preceding su ces for showing that P[LD(A0(S)) 1=8] 1=7, which is what we need to prove (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page66)).

We now turn to proving that Equation ([5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page62)) holds. There are k = (2m)m possible sequences of m examples from C. Denote these sequences by S1; : : : ; Sk. Also, if Sj = (x1; : : : ; xm) we denote by Sji the sequence containing the instances in Sj labeled by the function fi, namely, Sji = ((x1; fi(x1)); : : : ; (xm; fi(xm))). If the distribution is Di then the possible training sets A can receive are S1i; : : : ; Ski, and all these training sets have the same probability of being sampled. Therefore,

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| E | [L i (A(S))] = | 1 | | k | L i (A(Si)): | | (5.3) |
|  |  | Xj |
| S Dim | D | k | | D | j |  |
| =1 |  |

Using the facts that \maximum" is larger than \average" and that \average" is larger than \minimum," we have

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 2 | 1 | k |  | 1 | | | T |
|  | X | i |  |  |  | Xi |
| max |  |  |  |  |  |  |
| k |  | LDi (A(Sj)) T | | | |  |
| i [T ] | j=1 | =1 |
|  |  |  |  |  |  |
|  |  |  |  | 1 | |  | k |
|  |  |  |  | = |  |  |  |
|  |  |  |  | k | |  |

X

j=1

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | | | k |  |
|  |  |  | Xj | (A(Si)) |
|  | k | | L |
|  | Di | j |
|  |  |  | =1 |  |
| 1 | |  | T |  |
|  |  |  | Xi | (A(Si)) |
| T | | | L |
| Di | j |
|  |  |  | =1 |  |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 2 | 1 | | T |  |
|  |  |  | Xi |  |
|  |  |  |  | i |  |
| min |  |  | LDi (A(Sj)): | (5.4) |
| T | |
| j [k] |  |
|  |  |  |  | =1 |  |

Next, x some j 2 [k]. Denote Sj = (x1; : : : ; xm) and let v1; : : : ; vp be the examples in C that do not appear in Sj. Clearly, p m. Therefore, for every

|  |  |
| --- | --- |
| 5.1 The No-Free-Lunch Theorem | 63 |
|  |  |

function h : C ! f0; 1g and every i we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | 1 | | | |  | X | | |  |  |  |
|  |  |  |  |  |  |  |  |  | 6 |  |
|  |  |  |  | 2m x2C | | | | | | |  |  |
|  |  |  | LDi (h) = |  |  |  |  | p |  |  | 1[h(x)=fi(x)] | |  |
|  |  |  | 1 | | | |  |  |  |  |  |  |
|  |  |  |  | Xr | | | 1[h(vr)6=fi(vr)] | |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  | 2m | | | | =1 | |  |  |
|  |  |  | 1 | | | |  | p |  |  |  |  |  |
|  |  |  |  |  |  |  | Xr | | | |  |  |  |
|  |  |  | 2p | | | |  |  |  |
|  |  |  | =1 | | 1[h(vr)6=fi(vr)]: | | | | (5.5) |
| Hence, | |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | | T | 1 | | |  |  | T |  |  | 1 | p |  |
|  |  | X | LDi (A(Sji)) | |  |  | Xi | |  |  |  | X |  |
|  |  |  |  |  |  |  |  |  | | 1[A(Sji)(vr)6=fi(vr)] |  |
|  | T | i=1 | T | =1 | |  | 2p | |  |
|  |  |  |  |  |  |  |  |  | r=1 |  |

* + 1. T

1 X 1 X

1. 2p r=1 T i=1 1[A(Sji)(vr)6=fi(vr)]

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 1 |  | 2 | 1 | Xi |  |  |  |
|  |  | min | T | 1 | i | (5.6) |
| 2 | T |  |
| r [p] | =1 | [A(Sj)(vr)6=fi(vr)]: | |  |
|  |  |  |  |  |  |  |  |

Next, x some r 2 [p]. We can partition all the functions in f1; : : : ; fT into T =2 disjoint pairs, where for a pair (fi; fi0) we have that for every c 2 C, fi(c) 6= fi0(c) if and only if c = vr. Since for such a pair we must have Sji = Sji0, it follows that

1[A(Sji)(vr)6=fi(vr)] + 1[A(Sji0)(vr)6=fi0(vr)] = 1;

which yields

T

1 X

T

i=1

1

1[A(Sji)(vr)6=fi(vr)] = 2 :

Combining this with Equation ([5.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page63)), Equation ([5.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page62)), and Equation ([5.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page62)), we obtain that Equation ([5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page62)) holds, which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

5.1.1 No-Free-Lunch and Prior Knowledge

How does the No-Free-Lunch result relate to the need for prior knowledge? Let us consider an ERM predictor over the hypothesis class H of all the functions f from

1. to f0; 1g. This class represents lack of prior knowledge: Every possible function from the domain to the label set is considered a good candidate. According to the No-Free-Lunch theorem, any algorithm that chooses its output from hypotheses

in H, and in particular the ERM predictor, will fail on some learning task. Therefore, this class is not PAC learnable, as formalized in the following corollary:

corollary 5.2 Let X be an in nite domain set and let H be the set of all functions from X to f0; 1g. Then, H is not PAC learnable.

1. The Bias-Complexity Tradeo

Proof Assume, by way of contradiction, that the class is learnable. Choose some < 1=8 and < 1=7. By the de nition of PAC learnability, there must be some learning algorithm A and an integer m = m( ; ), such that for any

data-generating distribution over X f0; 1g, if for some function f : X ! f0; 1g, LD(f) = 0, then with probability greater than 1 when A is applied to samples S of size m, generated i.i.d. by D, LD(A(S)) . However, applying the No-Free-Lunch theorem, since jX j > 2m, for every learning algorithm (and in particular for the algorithm A), there exists a distribution D such that with probability greater than 1=7 > , LD(A(S)) > 1=8 > , which leads to the

desired contradiction.

How can we prevent such failures? We can escape the hazards foreseen by the No-Free-Lunch theorem by using our prior knowledge about a speci c learning task, to avoid the distributions that will cause us to fail when learning that task. Such prior knowledge can be expressed by restricting our hypothesis class.

But how should we choose a good hypothesis class? On the one hand, we want to believe that this class includes the hypothesis that has no error at all (in the PAC setting), or at least that the smallest error achievable by a hypothesis from this class is indeed rather small (in the agnostic setting). On the other hand, we have just seen that we cannot simply choose the richest class { the class of all functions over the given domain. This tradeo is discussed in the following section.

5.2 Error Decomposition

To answer this question we decompose the error of an ERMH predictor into two components as follows. Let hS be an ERMH hypothesis. Then, we can write

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| LD(hS) = app + est | where : | app = | min L | D | (h); | est = LD(hS) app: (5.7) |
|  | h2H |  |

The Approximation Error { the minimum risk achievable by a predictor in the hypothesis class. This term measures how much risk we have because we restrict ourselves to a speci c class, namely, how much inductive bias we have. The approximation error does not depend on the sample size and is determined by the hypothesis class chosen. Enlarging the hypothesis class can decrease the approximation error.

Under the realizability assumption, the approximation error is zero. In the agnostic case, however, the approximation error can be large.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page64)

1 In fact, it always includes the error of the Bayes optimal predictor (see Chapter [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page43)), the minimal yet inevitable error, because of the possible nondeterminism of the world in this

model. Sometimes in the literature the term approximation error refers not to

minh2H LD(h), but rather to the excess error over that of the Bayes optimal predictor, namely, minh2H LD(h) Bayes.

|  |  |
| --- | --- |
| 5.3 Summary | 65 |
|  |  |

The Estimation Error { the di erence between the approximation error and the error achieved by the ERM predictor. The estimation error results because the empirical risk (i.e., training error) is only an estimate of the true risk, and so the predictor minimizing the empirical risk is only an estimate of the predictor minimizing the true risk.

The quality of this estimation depends on the training set size and

on the size, or complexity, of the hypothesis class. As we have shown, for a nite hypothesis class, est increases (logarithmically) with jHj and de-creases with m. We can think of the size of H as a measure of its complexity. In future chapters we will de ne other complexity measures of hypothesis classes.

Since our goal is to minimize the total risk, we face a tradeo , called the bias-complexity tradeo . On one hand, choosing H to be a very rich class decreases the approximation error but at the same time might increase the estimation error, as a rich H might lead to over tting. On the other hand, choosing H to be a very small set reduces the estimation error but might increase the approximation error or, in other words, might lead to under tting. Of course, a great choice for H is the class that contains only one classi er { the Bayes optimal classi er. But the Bayes optimal classi er depends on the underlying distribution D, which we do not know (indeed, learning would have been unnecessary had we known D).

Learning theory studies how rich we can make H while still maintaining rea-sonable estimation error. In many cases, empirical research focuses on designing good hypothesis classes for a certain domain. Here, \good" means classes for which the approximation error would not be excessively high. The idea is that although we are not experts and do not know how to construct the optimal clas-si er, we still have some prior knowledge of the speci c problem at hand, which enables us to design hypothesis classes for which both the approximation error and the estimation error are not too large. Getting back to our papayas example, we do not know how exactly the color and hardness of a papaya predict its taste, but we do know that papaya is a fruit and on the basis of previous experience with other fruit we conjecture that a rectangle in the color-hardness space may be a good predictor.

5.3 Summary

The No-Free-Lunch theorem states that there is no universal learner. Every learner has to be speci ed to some task, and use some prior knowledge about that task, in order to succeed. So far we have modeled our prior knowledge by restricting our output hypothesis to be a member of a chosen hypothesis class. When choosing this hypothesis class, we face a tradeo , between a larger, or more complex, class that is more likely to have a small approximation error, and a more restricted class that would guarantee that the estimation error will

k 1 = 1

1 .

2k

2 2k

1. The Bias-Complexity Tradeo

be small. In the next chapter we will study in more detail the behavior of the estimation error. In Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83) we will discuss alternative ways to express prior knowledge.

5.4 Bibliographic Remarks

(Wolpert & Macready 1997) proved several no-free-lunch theorems for optimiza-tion, but these are rather di erent from the theorem we prove here. The theorem we prove here is closely related to lower bounds in VC theory, as we will study in the next chapter.

5.5 Exercises

1. Prove that Equation ([5.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page62)) su ces for showing that P[LD(A(S)) 1=8] 1=7. Hint: Let be a random variable that receives values in [0; 1] and whose

expectation satis es E[ ] 1=4. Use Lemma [B.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page422) to show that P[ 1=8] 1=7.

1. Assume you are asked to design a learning algorithm to predict whether pa-tients are going to su er a heart attack. Relevant patient features the al-gorithm may have access to include blood pressure (BP), body-mass index (BMI), age (A), level of physical activity (P), and income (I).

You have to choose between two algorithms; the rst picks an axis aligned rectangle in the two dimensional space spanned by the features BP and BMI and the other picks an axis aligned rectangle in the ve dimensional space spanned by all the preceding features.

* 1. Explain the pros and cons of each choice.
  2. Explain how the number of available labeled training samples will a ect your choice.

3. Prove that if jX j km for a positive integer k 2, then we can replace

the lower bound of 1=4 in the No-Free-Lunch theorem with

Namely, let A be a learning algorithm for the task of binary classi cation. Let m be any number smaller than jX j=k, representing a training set size. Then, there exists a distribution D over X f0; 1g such that:

There exists a function f : X ! f0; 1g with LD(f) = 0. ES Dm [LD(A(S))] 12 21k .

1. The VC-Dimension

In the previous chapter, we decomposed the error of the ERMH rule into ap-proximation error and estimation error. The approximation error depends on the t of our prior knowledge (as re ected by the choice of the hypothesis class H) to the underlying unknown distribution. In contrast, the de nition of PAC learnability requires that the estimation error would be bounded uniformly over all distributions.

Our current goal is to gure out which classes H are PAC learnable, and to characterize exactly the sample complexity of learning a given hypothesis class. So far we have seen that nite classes are learnable, but that the class of all functions (over an in nite size domain) is not. What makes one class learnable and the other unlearnable? Can in nite-size classes be learnable, and, if so, what determines their sample complexity?

We begin the chapter by showing that in nite classes can indeed be learn-able, and thus, niteness of the hypothesis class is not a necessary condition for learnability. We then present a remarkably crisp characterization of the family of learnable classes in the setup of binary valued classi cation with the zero-one loss. This characterization was rst discovered by Vladimir Vapnik and Alexey Chervonenkis in 1970 and relies on a combinatorial notion called the Vapnik-Chervonenkis dimension (VC-dimension). We formally de ne the VC-dimension, provide several examples, and then state the fundamental theorem of statistical learning theory, which integrates the concepts of learnability, VC-dimension, the ERM rule, and uniform convergence.

6.1 In nite-Size Classes Can Be Learnable

In Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) we saw that nite classes are learnable, and in fact the sample complexity of a hypothesis class is upper bounded by the log of its size. To show that the size of the hypothesis class is not the right characterization of its sample complexity, we rst present a simple example of an in nite-size hypothesis class that is learnable.

Example 6.1 Let H be the set of threshold functions over the real line, namely,

H = fha : a 2 Rg, where ha : R ! f0; 1g is a function such that ha(x) = 1[x<a].

To remind the reader, 1[x<a] is 1 if x < a and 0 otherwise. Clearly, H is of in nite
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size. Nevertheless, the following lemma shows that H is learnable in the PAC model using the ERM algorithm.

Lemma 6.1 Let H be the class of thresholds as de ned earlier. Then, H is PAC learnable, using the ERM rule, with sample complexity of mH( ; ) dlog(2= )= e.

Proof Let a? be a threshold such that the hypothesis h?(x) = 1[x<a?] achieves LD(h?) = 0. Let Dx be the marginal distribution over the domain X and let a0 < a? < a1 be such that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| x | P | x[x 2 (a0; a?)] = x | | P | x[x 2 (a?; a1)] = : |
|  | D |  |  | D |  |
|  |  | mass |  |  | mass |
|  | |  |  |  |  |
| a0 | | a | ? |  | a1 |
|  |  |  |  |  |
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(If Dx( 1; a?) we set a0 = 1 and similarly for a1). Given a training set S, let b0 = maxfx : (x; 1) 2 Sg and b1 = minfx : (x; 0) 2 Sg (if no example in S is positive we set b0 = 1 and if no example in S is negative we set b1 = 1). Let bS be a threshold corresponding to an ERM hypothesis, hS, which implies that bS 2 (b0; b1). Therefore, a su cient condition for LD(hS) is that both b0 a0 and b1 a1. In other words,

P

S Dm

[LD(hS) > ]

P

S Dm

[b0

< a0 \_ b1 > a1];

and using the union bound we can bound the preceding by

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S | P | m[LD(hS) > ] | S | P | m[b0 < a0] + | S | P | m[b1 > a1]: | (6.1) |
|  | D |  |  | D |  |  | D |  |  |

The event b0 < a0 happens if and only if all examples in S are not in the interval (a0; a ), whose probability mass is de ned to be , namely,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S | P | [b | 0 | < a ] = | S | P | [ (x; y) | 2 | S; x (a | ; a?)] = (1 |  | )m |  | e m: |
| m | 0 | m 8 | 62 0 |  |  |  |
|  | D |  |  |  |  | D |  |  |  |  |  |  |  |  |

Since we assume m > log(2= )= it follows that the equation is at most =2. In the same way it is easy to see that PS Dm [b1 > a1] =2. Combining with Equation ([6.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page68)) we conclude our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

6.2 The VC-Dimension

We see, therefore, that while niteness of H is a su cient condition for learn-ability, it is not a necessary condition. As we will show, a property called the VC-dimension of a hypothesis class gives the correct characterization of its learn-ability. To motivate the de nition of the VC-dimension, let us recall the No-Free-Lunch theorem (Theorem [5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page61)) and its proof. There, we have shown that without

|  |  |
| --- | --- |
| 6.2 The VC-Dimension | 69 |
|  |  |

restricting the hypothesis class, for any learning algorithm, an adversary can construct a distribution for which the learning algorithm will perform poorly, while there is another learning algorithm that will succeed on the same distri-bution. To do so, the adversary used a nite set C X and considered a family of distributions that are concentrated on elements of C. Each distribution was derived from a \true" target function from C to f0; 1g. To make any algorithm fail, the adversary used the power of choosing a target function from the set of all possible functions from C to f0; 1g.

When considering PAC learnability of a hypothesis class H, the adversary is restricted to constructing distributions for which some hypothesis h 2 H achieves a zero risk. Since we are considering distributions that are concentrated on elements of C, we should study how H behaves on C, which leads to the following de nition.

definition 6.2 (Restriction of H to C) Let H be a class of functions from X to f0; 1g and let C = fc1; : : : ; cmg X . The restriction of H to C is the set of functions from C to f0; 1g that can be derived from H. That is,

HC = f(h(c1); : : : ; h(cm)) : h 2 Hg;

where we represent each function from C to f0; 1g as a vector in f0; 1gjCj.

If the restriction of H to C is the set of all functions from C to f0; 1g, then we say that H shatters the set C. Formally:

definition 6.3 (Shattering) A hypothesis class H shatters a nite set C X if the restriction of H to C is the set of all functions from C to f0; 1g. That is, jHC j = 2jCj.

Example 6.2 Let H be the class of threshold functions over R. Take a set

1. = fc1g. Now, if we take a = c1 + 1, then we have ha(c1) = 1, and if we take a = c1 1, then we have ha(c1) = 0. Therefore, HC is the set of all functions from C to f0; 1g, and H shatters C. Now take a set C = fc1; c2g, where c1 c2. No h 2 H can account for the labeling (0; 1), because any threshold that assigns the label 0 to c1 must assign the label 0 to c2 as well. Therefore not all functions from C to f0; 1g are included in HC ; hence C is not shattered by H.

Getting back to the construction of an adversarial distribution as in the proof of the No-Free-Lunch theorem (Theorem [5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page61)), we see that whenever some set C is shattered by H, the adversary is not restricted by H, as they can construct a distribution over C based on any target function from C to f0; 1g, while still maintaining the realizability assumption. This immediately yields:

corollary 6.4 Let H be a hypothesis class of functions from X to f0; 1g. Let m be a training set size. Assume that there exists a set C X of size 2m that is shattered by H. Then, for any learning algorithm, A, there exist a distribution D over X f0; 1g and a predictor h 2 H such that LD(h) = 0 but with probability of at least 1=7 over the choice of S Dm we have that LD(A(S)) 1=8.
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Corollary [6.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page69) tells us that if H shatters some set C of size 2m then we cannot learn H using m examples. Intuitively, if a set C is shattered by H, and we receive a sample containing half the instances of C, the labels of these instances give us no information about the labels of the rest of the instances in C { every possible labeling of the rest of the instances can be explained by some hypothesis in H. Philosophically,

If someone can explain every phenomenon, his explanations are worthless.

This leads us directly to the de nition of the VC dimension.

definition 6.5 (VC-dimension) The VC-dimension of a hypothesis class H, denoted VCdim(H), is the maximal size of a set C X that can be shattered by H. If H can shatter sets of arbitrarily large size we say that H has in nite VC-dimension.

A direct consequence of Corollary [6.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page69) is therefore:

theorem 6.6 Let H be a class of in nite VC-dimension. Then, H is not PAC learnable.

Proof Since H has an in nite VC-dimension, for any training set size m, there exists a shattered set of size 2m, and the claim follows by Corollary [6.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page69). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

We shall see later in this chapter that the converse is also true: A nite VC-dimension guarantees learnability. Hence, the VC-dimension characterizes PAC learnability. But before delving into more theory, we rst show several examples.

6.3 Examples

In this section we calculate the VC-dimension of several hypothesis classes. To show that VCdim(H) = d we need to show that

1. There exists a set C of size d that is shattered by H.
2. Every set C of size d + 1 is not shattered by H.

6.3.1 Threshold Functions

Let H be the class of threshold functions over R. Recall Example [6.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page69), where we have shown that for an arbitrary set C = fc1g, H shatters C; therefore VCdim(H) 1. We have also shown that for an arbitrary set C = fc1; c2g where c1 c2, H does not shatter C. We therefore conclude that VCdim(H) = 1.

|  |  |
| --- | --- |
| 6.3 Examples | 71 |
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6.3.2 Intervals

Let H be the class of intervals over R, namely, H = fha;b : a; b 2 R; a < bg,

where ha;b : R ! f0; 1g is a function such that ha;b(x) = 1[x2(a;b)]. Take the set C = f1; 2g. Then, H shatters C (make sure you understand why) and therefore VCdim(H) 2. Now take an arbitrary set C = fc1; c2; c3g and assume without loss of generality that c1 c2 c3. Then, the labeling (1; 0; 1) cannot be obtained by an interval and therefore H does not shatter C. We therefore conclude that VCdim(H) = 2.

6.3.3 Axis Aligned Rectangles

Let H be the class of axis aligned rectangles, formally:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| H = fh(a1;a2;b1;b2) : a1 | | | a2 | and b1 b2g |  |  |
| where |  |  |  |  |  |  |
| h(a1;a2;b1;b2)(x1; x2) = ( | 1 | if a1 | x1 | a2 and b1 x2 | b2 | (6.2) |
| 0 | otherwise | |  |  |

We shall show in the following that VCdim(H) = 4. To prove this we need to nd a set of 4 points that are shattered by H, and show that no set of 5 points can be shattered by H. Finding a set of 4 points that are shattered is easy (see Figure [6.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page71)). Now, consider any set C R2 of 5 points. In C, take a leftmost point (whose rst coordinate is the smallest in C), a rightmost point ( rst coordinate is the largest), a lowest point (second coordinate is the smallest), and a highest point (second coordinate is the largest). Without loss of generality, denote C = fc1; : : : ; c5g and let c5 be the point that was not selected. Now, de ne the labeling (1; 1; 1; 1; 0). It is impossible to obtain this labeling by an axis aligned rectangle. Indeed, such a rectangle must contain c1; : : : ; c4; but in this case the rectangle contains c5 as well, because its coordinates are within the intervals de ned by the selected points. So, C is not shattered by H, and therefore VCdim(H) = 4.

c1
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Figure 6.1 Left: 4 points that are shattered by axis aligned rectangles. Right: Any axis aligned rectangle cannot label c5 by 0 and the rest of the points by 1.

1. The VC-Dimension

6.3.4 Finite Classes

Let H be a nite class. Then, clearly, for any set C we have jHC j jHj and thus C cannot be shattered if jHj < 2jCj. This implies that VCdim(H) log2(jHj). This shows that the PAC learnability of nite classes follows from the more general statement of PAC learnability of classes with nite VC-dimension, which we shall see in the next section. Note, however, that the VC-dimension of a nite class

1. can be signi cantly smaller than log2(jHj). For example, let X = f1; : : : ; kg, for some integer k, and consider the class of threshold functions (as de ned in

Example [6.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page69)). Then, jHj = k but VCdim(H) = 1. Since k can be arbitrarily large, the gap between log2(jHj) and VCdim(H) can be arbitrarily large.

6.3.5 VC-Dimension and the Number of Parameters

In the previous examples, the VC-dimension happened to equal the number of parameters de ning the hypothesis class. While this is often the case, it is not always true. Consider, for example, the domain X = R, and the hypothesis class H = fh : 2 Rg where h : X ! f0; 1g is de ned by h (x) = d0:5 sin( x)e. It is possible to prove that VCdim(H) = 1, namely, for every d, one can nd d points that are shattered by H (see Exercise [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page80)).

6.4 The Fundamental Theorem of PAC learning

We have already shown that a class of in nite VC-dimension is not learnable. The converse statement is also true, leading to the fundamental theorem of statistical learning theory:

theorem 6.7 (The Fundamental Theorem of Statistical Learning) Let H be a hypothesis class of functions from a domain X to f0; 1g and let the loss function be the 0 1 loss. Then, the following are equivalent:

1. H has the uniform convergence property.
2. Any ERM rule is a successful agnostic PAC learner for H.
3. H is agnostic PAC learnable.
4. H is PAC learnable.
5. Any ERM rule is a successful PAC learner for H.
6. H has a nite VC-dimension.

The proof of the theorem is given in the next section.

Not only does the VC-dimension characterize PAC learnability; it even deter-mines the sample complexity.

theorem 6.8 (The Fundamental Theorem of Statistical Learning { Quantita-tive Version) Let H be a hypothesis class of functions from a domain X to f0; 1g and let the loss function be the 0 1 loss. Assume that VCdim(H) = d < 1. Then, there are absolute constants C1; C2 such that:

|  |  |
| --- | --- |
| 6.5 Proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) | 73 |
|  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1. | H has the uniform convergence property with sample complexity | | | | | | | | | | | | |
|  |  | C1 |  | d + log(1= ) | | | mHUC( ; ) | C2 | | d + log(1= ) | | | |
|  |  |  |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  | 2 | | |
| 2. | H is agnostic PAC learnable with sample complexity | | | | | | | | | | | | |
|  |  | C1 | d + log(1= ) | | | | mH( ; ) | C2 | |  | d + log(1= ) | | |
|  |  |  |  |  |  |  |  | |  |
|  |  | 2 |  |  |  | 2 | | |
| 3. | H is PAC learnable with sample complexity | | | | | | |  |  |  |  |  |  |
|  | C1 | d + log(1= ) | | | mH( ; ) C2 | | | | d log(1= ) + log(1= ) | | | | |
|  |  |  |  |  |  |  | | |
|  |  |  |  |  |  |  | | |

The proof of this theorem is given in Chapter [28](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page392).

Remark 6.3 We stated the fundamental theorem for binary classi cation tasks. A similar result holds for some other learning problems such as regression with the absolute loss or the squared loss. However, the theorem does not hold for all learning tasks. In particular, learnability is sometimes possible even though the uniform convergence property does not hold (we will see an example in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171), Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page181)). Furthermore, in some situations, the ERM rule fails but learnability is possible with other learning rules.

6.5 Proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)

We have already seen that 1 ! 2 in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54). The implications 2 ! 3 and 3 ! 4 are trivial and so is 2 ! 5. The implications 4 ! 6 and 5 ! 6 follow from the No-Free-Lunch theorem. The di cult part is to show that 6 ! 1. The proof is based on two main claims:

If VCdim(H) = d, then even though H might be in nite, when restricting it to a nite set C X , its \e ective" size, jHC j, is only O(jCjd). That is, the size of HC grows polynomially rather than exponentially with jCj. This claim is often referred to as Sauer's lemma, but it has also been stated and proved independently by Shelah and by Perles. The formal statement is given in Section [6.5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page73) later.

In Section [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) we have shown that nite hypothesis classes enjoy the uniform convergence property. In Section [6.5.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page75) later we generalize this result and show that uniform convergence holds whenever the hypothesis class has a

\small e ective size." By \small e ective size" we mean classes for which jHC j grows polynomially with jCj.

6.5.1 Sauer's Lemma and the Growth Function

We de ned the notion of shattering, by considering the restriction of H to a nite set of instances. The growth function measures the maximal \e ective" size of H on a set of m examples. Formally:

1. The VC-Dimension

definition 6.9 (Growth Function) Let H be a hypothesis class. Then the growth function of H, denoted H : N ! N, is de ned as

|  |  |  |
| --- | --- | --- |
| H(m) = C X:jCj=m | | HC : |
| max |  |  |
|  |

In words, H (m) is the number of di erent functions from a set C of size m to f0; 1g that can be obtained by restricting H to C.

Obviously, if VCdim(H) = d then for any m d we have H(m) = 2m. In such cases, H induces all possible functions from C to f0; 1g. The following beau-tiful lemma, proposed independently by Sauer, Shelah, and Perles, shows that when m becomes larger than the VC-dimension, the growth function increases polynomially rather than exponentially with m.

lemma 6.10 (Sauer-Shelah-Perles)

d < 1. Then, for all m, H(m) H(m) (em=d)d.

Let H be a hypothesis class with VCdim(H) Pd m . In particular, if m > d + 1 then

i=0 i

Proof of Sauer's Lemma \*

To prove the lemma it su ces to prove the following stronger claim: For any

1. = fc1; : : : ; cmg we have

|  |  |
| --- | --- |
| 8 H; jHC j jfB C : H shatters Bgj: | (6.3) |

The reason why Equation ([6.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page74)) is su cient to prove the lemma is that if VCdim(H) d then no set whose size is larger than d is shattered by H and therefore

d

X m

i=0

When m > d + 1 the right-hand side of the preceding is at most (em=d)d (see Lemma [A.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page420) in Appendix [A](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419)).

We are left with proving Equation ([6.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page74)) and we do it using an inductive argu-ment. For m = 1, no matter what H is, either both sides of Equation ([6.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page74)) equal 1 or both sides equal 2 (the empty set is always considered to be shattered by H). Assume Equation ([6.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page74)) holds for sets of size k < m and let us prove it for sets of size m. Fix H and C = fc1; : : : ; cmg. Denote C0 = fc2; : : : ; cmg and in addition, de ne the following two sets:

Y0 = f(y2; : : : ; ym) : (0; y2; : : : ; ym) 2 HC \_ (1; y2; : : : ; ym) 2 HC g;

and

Y1 = f(y2; : : : ; ym) : (0; y2; : : : ; ym) 2 HC ^ (1; y2; : : : ; ym) 2 HC g:

It is easy to verify that jHC j = jY0j + jY1j. Additionally, since Y0 = HC0, using the induction assumption (applied on H and C0) we have that

jY0j = jHC0j jfB C0 : H shatters Bgj = jfB C : c1 62B ^ H shatters Bgj:

|  |  |
| --- | --- |
| 6.5 Proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) | 75 |
|  |  |

Next, de ne H0 H to be

H0 = fh 2 H : 9h0 2 H s.t. (1 h0(c1); h0(c2); : : : ; h0(cm))

1. (h(c1); h(c2); : : : ; h(cm)g;

namely, H0 contains pairs of hypotheses that agree on C0 and di er on c1. Using this de nition, it is clear that if H0 shatters a set B C0 then it also shatters the set B [ fc1g and vice versa. Combining this with the fact that Y1 = HC00 and using the inductive assumption (now applied on H0 and C0) we obtain that

jY1j = jHC00j jfB C0 : H0 shatters Bgj = jfB C0 : H0 shatters B [ fc1ggj

= jfB C : c1 2 B ^ H0 shatters Bgj jfB C : c1 2 B ^ H shatters Bgj:

Overall, we have shown that

jHC j = jY0j + jY1j

jfB C : c1 62B ^ H shatters Bgj + jfB C : c1 2 B ^ H shatters Bgj

= jfB C : H shatters Bgj;

which concludes our proof.

6.5.2 Uniform Convergence for Classes of Small E ective Size

In this section we prove that if H has small e ective size then it enjoys the uniform convergence property. Formally,

theorem 6.11 Let H be a class and let H be its growth function. Then, for every D and every 2 (0; 1), with probability of at least 1 over the choice of

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| S Dm we have | | p |  |  |  |  |  |
| jLD(h) LS(h)j | | p2m | | |  | : |
| 4 + | |  | log( H(2m)) | | | |  |
|  |  |  |  |  |  |  |  |

Before proving the theorem, let us rst conclude the proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72).

Proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) It su ces to prove that if the VC-dimension is nite then

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| the uniform convergence property holds. We will prove that | | | | | | | | | |  |
| mHUC( ; ) 4 ( )2 | | log | ( )2 | |  | + |  | ( )2 | | : |
|  | 16d |  |  | 16d |  |  | 16 d log(2e=d) | | |  |
|  |  |  |  |  |  |  |  |  |  |  |

From Sauer's lemma we have that for m > d, H(2m) (2em=d)d. Combining this with Theorem [6.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page75) we obtain that with probability of at least 1 ,

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| jLS(h) LD(h)j 4 + p | | | | | | | | p2m | | |  | : |
|  |  |  |  |  |  |  |  | d log(2em=d) | | | |  |
| For simplicity assume that p |  |  |  | |  | |  | |  |  |  |  |
|  | |  | |  | |  | |  |  |  |  |
|  | |  | | 4; hence, | | | | | | |  |
| d log(2em=d) | | | |  |
| jLS(h) LD(h)j | | | | r | |  |  |  | m | | | : |
| 1 | | | |  |  | 2d log(2em=d) | | | | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

1. The VC-Dimension

To ensure that the preceding is at most we need that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m | 2d log(m) | | | + | 2 d log(2e=d) | | | : |
|  |  |  |  |  |  |
|  | ( )2 | |  | ( )2 | |

Standard algebraic manipulations (see Lemma [A.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419) in Appendix [A](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419)) show that a su cient condition for the preceding to hold is that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m 4 ( )2 | | log | ( )2 | |  | + | ( )2 | : |
|  | 2d |  |  | 2d |  |  | 4 d log(2e=d) | |
|  |  |  |  |  |  |  |  |  |

Remark 6.4 The upper bound on mUCH we derived in the proof Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) is not the tightest possible. A tighter analysis that yields the bounds given in Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) can be found in Chapter [28](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page392).

Proof of Theorem [6.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page75) \*

We will start by showing that

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S Dm | h |  | j D |  |  | j | p |  |  |  |  |  |
| 2H |  | p2m | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| E | sup | | L (h) |  | LS(h) | 4 + | log( H(2m)) | | | | : | (6.4) |
|  |  |
|  |  |  |  |  |  |

Since the random variable suph2H jLD(h) LS(h)j is nonnegative, the proof of the theorem follows directly from the preceding using Markov's inequality (see Section [B.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page422)).

To bound the left-hand side of Equation ([6.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page76)) we rst note that for every

1. 2 H, we can rewrite LD(h) = ES0 Dm [LS0(h)], where S0 = z10; : : : ; zm0 is an additional i.i.d. sample. Therefore,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S Dm h2H j D |  | j | S Dm h2H | S0 | Dm | 0 |  |  |  |
| E sup L | (h) | LS(h) = | E sup |  | E | LS (h) | LS(h) | : |
|  |  |
|  |  |  |  |  |  |  |  |  |  |

A generalization of the triangle inequality yields

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S0 Dm | | 0 | (h) |  | LS(h)] | S0 Dm j | | 0 | (h) |  | j | ; |
|  | E | [LS |  |  | E | LS |  | LS(h) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

and the fact that supermum of expectation is smaller than expectation of supre-mum yields

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| sup E | j | LS0(h) |  | LS(h) | j | E sup | j | LS0 | (h) |  | LS(h) | : |
| h2H S0 Dm |  |  | S0 Dm h2H |  |  | j |  |

Formally, the previous two inequalities follow from Jensen's inequality. Combin-ing all we obtain

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S Dm | h2H | j |  | D |  | LS(h) | j | S;S0 Dm | | h2H | j | |  | 0 | |  |  | LS(h) | | j | |  |
| E | sup |  | L | (h) |  |  | E |  | sup |  |  | LS | |  | (h) |  |  |  | # |
|  |  |  |  |  |  |  |  | S;S0E | m "h | |  | m | | |  | m |  | i0 |  | | i |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | = |  | sup |  |  |  | (`(h; z ) | | |  |  | `(h; z )) | : |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | D |  | 2H |  |  |  |  | i=1 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | X | |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

(6.5)

|  |  |
| --- | --- |
| 6.5 Proof of Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) | 77 |
|  |  |

The expectation on the right-hand side is over a choice of two i.i.d. samples

1. = z1; : : : ; zm and S0 = z10; : : : ; zm0. Since all of these 2m vectors are chosen i.i.d., nothing will change if we replace the name of the random vector zi with the name of the random vector zi0. If we do it, instead of the term (`(h; zi0) `(h; zi)) in Equation ([6.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page76)) we will have the term (`(h; zi0) `(h; zi)). It follows that for every 2 f 1gm we have that Equation ([6.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page76)) equals

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S;S0E | m "h | m | |  | i | i0 | i | # |
| D | 2H |  |  | m |  |  |  |  |
|  |  | i=1 |  |  |  |
|  | sup | 1 | | X | (`(h; z ) | | `(h; z )) |  |
|  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Since this holds for every 2 f 1gm, it also holds if we sample each component of uniformly at random from the uniform distribution over f 1g, denoted U . Hence, Equation ([6.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page76)) also equals

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Um S;S0 m | | "h |  | m | |  | i | # |
|  | D |  | 2H |  |  | m |  |  |
|  |  |  | i=1 |  |
| E | E | sup | | 1 |  | X | i(`(h; z0) | `(h; zi)) ; |
|  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

and by the linearity of expectation it also equals

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| S;S0E | m Um | "h |  | m |  |
| D |  |  | 2H |  | m |
|  |  | i=1 |
|  | E | sup | | 1 | X |

#

i(`(h; zi0) `(h; zi)) :

Next, x S and S0, and let C be the instances appearing in S and S0. Then, we can take the supremum only over h 2 HC . Therefore,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | Um "h | | |  | m | | |  |  |  |  |  |  |  | i |  |  |  |  | # | |  |  |  |
|  |  |  | |  |  | 2H |  |  |  | m | | | | |  |  |  |  |  |  |  |  | |  |  |  |
|  |  |  |  |  |  |  | i=1 | | | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | 1 | | X | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | E | | sup | | |  |  |  | i(`(h; z0) | | | | | | `(h; zi)) | | | |  | |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | 1 | | |  |  |  | m |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | |  |  |  |
|  |  | = | | E | | |  | max | | | |  |  |  |  | | i(`(h; z0) | |  | | `(h; zi)) | | | : |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  | Um " | | | h | 2H | | C m | | | | i=1 | i |  |  |  | # |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | X |  |  |  |  |  |  |  |  |  |
| Fix some h |  | and denote | | | | | | | | | = | | 1 | |  | | m (`(h; z | | | ) |  |  | `(h; z | )). Since | E | [ ] = 0 |
|  | C | |  |  |  |  |  |  |  | h |  | m | | | | | i=1 i |  | i0 |  |  | | i | | h |
|  | 2 H |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | P |  |  |  |  |  |  |  |

and h is an average of independent variables, each of which takes values in [ 1; 1], we have by Hoe ding's inequality that for every > 0,

P[j hj > ] 2 exp 2 m 2 :

Applying the union bound over h 2 HC , we obtain that for any > 0,

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | h2HC | j | hj |  |  |  | jHC j |  |  | 2 m 2 |  |
|  | max |  |  | > |  | 2 |  | exp |  | : |

Finally, Lemma [A.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419) in Appendix [A](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419) tells us that the preceding implies

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 2H |  | j |  |  | j |  | p |  |  |  |  |
|  |  |  |  | 2m | |  |
| E | max | |  |  |  |  |  | 4 + | log(jHC j) | | | : |
|  |  |  |  |  |
|  | h |  |  | p | |  |  |
| h | C |  |  |  |  |  |

Combining all with the de nition of H, we have shown that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S Dm | h2H | j |  | D |  |  |  | j |  | p |  |  |  |  |
|  |  |  | p2m | | |
| E | sup |  | L |  | (h) |  | LS(h) |  | 4 + |  | log( H(2m)) | | | : |
|  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
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6.6 Summary

The fundamental theorem of learning theory characterizes PAC learnability of classes of binary classi ers using VC-dimension. The VC-dimension of a class is a combinatorial property that denotes the maximal sample size that can be shattered by the class. The fundamental theorem states that a class is PAC learn-able if and only if its VC-dimension is nite and speci es the sample complexity required for PAC learning. The theorem also shows that if a problem is at all learnable, then uniform convergence holds and therefore the problem is learnable using the ERM rule.

6.7 Bibliographic remarks

The de nition of VC-dimension and its relation to learnability and to uniform convergence is due to the seminal work of Vapnik & Chervonenkis (1971). The relation to the de nition of PAC learnability is due to Blumer, Ehrenfeucht, Haussler & Warmuth (1989).

Several generalizations of the VC-dimension have been proposed. For exam-ple, the fat-shattering dimension characterizes learnability of some regression problems (Kearns, Schapire & Sellie 1994, Alon, Ben-David, Cesa-Bianchi & Haussler 1997, Bartlett, Long & Williamson 1994, Anthony & Bartlet 1999), and the Natarajan dimension characterizes learnability of some multiclass learning problems (Natarajan 1989). However, in general, there is no equivalence between learnability and uniform convergence. See (Shalev-Shwartz, Shamir, Srebro & Sridharan 2010, Daniely, Sabato, Ben-David & Shalev-Shwartz 2011).

Sauer's lemma has been proved by Sauer in response to a problem of Erdos (Sauer 1972). Shelah (with Perles) proved it as a useful lemma for Shelah's theory of stable models (Shelah 1972). Gil Kalai tells[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page78) us that at some later time, Benjy Weiss asked Perles about such a result in the context of ergodic theory, and Perles, who forgot that he had proved it once, proved it again. Vapnik and Chervonenkis proved the lemma in the context of statistical learning theory.

6.8 Exercises

1. Show the following monotonicity property of VC-dimension: For every two hypothesis classes if H0 H then VCdim(H0) VCdim(H):
2. Given some nite domain set, X , and a number k jX j, gure out the VC-dimension of each of the following classes (and prove your claims):
   1. H=Xk = fh 2 f0; 1gX : jfx : h(x) = 1gj = kg. That is, the set of all functions that assign the value 1 to exactly k elements of X .
3. [http://gilkalai.wordpress.com/2008/09/28/](http://gilkalai.wordpress.com/2008/09/28/extremal-combinatorics-iii-some-basic-theorems) [extremal-combinatorics-iii-some-basic-theorems](http://gilkalai.wordpress.com/2008/09/28/extremal-combinatorics-iii-some-basic-theorems)

|  |  |
| --- | --- |
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2. Hat most k = fh 2 f0; 1gX : jfx : h(x) = 1gj k or jfx : h(x) = 0gj kg.

1. Let X be the Boolean hypercube f0; 1gn. For a set I f1; 2; : : : ; ng we de ne

a parity function hI as follows. On a binary vector x = (x1; x2; : : : ; xn) 2 f0; 1gn,

!

X

hI (x) =

xi

mod 2 :

i2I

(That is, hI computes parity of bits in I.) What is the VC-dimension of the class of all such parity functions, Hn-parity = fhI : I f1; 2; : : : ; ngg?

1. We proved Sauer's lemma by proving that for every class H of nite VC-dimension d, and every subset A of the domain,

d

X jAj

jHAj jfB A : H shatters Bgj :

i=0

Show that there are cases in which the previous two inequalities are strict (namely, the can be replaced by <) and cases in which they can be replaced by equalities. Demonstrate all four combinations of = and <.

1. VC-dimension of axis aligned rectangles in Rd: Let Hrecd be the class of axis aligned rectangles in Rd. We have already seen that VCdim(Hrec2) = 4. Prove that in general, VCdim(Hrecd) = 2d.
2. VC-dimension of Boolean conjunctions: Let Hcond be the class of Boolean

conjunctions over the variables x1; : : : ; xd (d 2). We already know that this class is nite and thus (agnostic) PAC learnable. In this question we calculate VCdim(Hcond).

* 1. Show that jHcondj 3d + 1.
  2. Conclude that VCdim(H) d log 3.
  3. Show that Hcond shatters the set of unit vectors fei : i dg.
  4. (\*\*) Show that VCdim(Hcond) d.

Hint: Assume by contradiction that there exists a set C = fc1; : : : ; cd+1g

that is shattered by Hcond. Let h1; : : : ; hd+1 be hypotheses in Hcond that satisfy

(

0 i = j

8i; j 2 [d + 1]; hi(cj) =

1 otherwise

For each i 2 [d + 1], hi (or more accurately, the conjunction that corre-sponds to hi) contains some literal `i which is false on ci and true on cj for each j 6= i. Use the Pigeonhole principle to show that there must be a pair i < j d + 1 such that `i and `j use the same xk and use that fact to derive a contradiction to the requirements from the conjunctions hi; hj.

1. Consider the class Hmcond of monotone Boolean conjunctions over f0; 1gd. Monotonicity here means that the conjunctions do not contain negations.
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As in Hcond, the empty conjunction is interpreted as the all-positive hy-pothesis. We augment Hmcond with the all-negative hypothesis h . Show that VCdim(Hmcond) = d.

1. We have shown that for a nite hypothesis class H, VCdim(H) blog(jHj)c. However, this is just an upper bound. The VC-dimension of a class can be much lower than that:
   1. Find an example of a class H of functions over the real interval X = [0; 1] such that H is in nite while VCdim(H) = 1.
   2. Give an example of a nite hypothesis class H over the domain X = [0; 1], where VCdim(H) = blog2(jHj)c.
2. (\*) It is often the case that the VC-dimension of a hypothesis class equals (or can be bounded above by) the number of parameters one needs to set in order

to de ne each hypothesis in the class. For instance, if H is the class of axis aligned rectangles in Rd, then VCdim(H) = 2d, which is equal to the number of parameters used to de ne a rectangle in Rd. Here is an example that shows that this is not always the case. We will see that a hypothesis class might be very complex and even not learnable, although it has a small number of

parameters.

Consider the domain X = R, and the hypothesis class

H = fx 7! sin(d x)e : 2 Rg

(here, we take d 1e = 0). Prove that VCdim(H) = 1.

Hint: There is more than one way to prove the required result. One option

is by applying the following lemma: If 0:x1x2x3 : : :, is the binary expansion of

x 2 (0; 1), then for any natural number m, dsin(2m x)e = (1 xm), provided that 9k m s.t. xk = 1.

1. Let H be the class of signed intervals, that is, H = fha;b;s : a b; s 2 f 1; 1gg where

(

s if x 2 [a; b]

ha;b;s(x) =

s if x 2= [a; b]

1. Let H be a class of functions from X to f0; 1g.
   1. Prove that if VCdim(H) d, for any d, then for some probability distri-bution D over X f0; 1g, for every sample size, m,
   2. Prove that for every H that is PAC learnable, VCdim(H) < 1. (Note that this is the implication 3 ! 6 in Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72).)
2. VC of union: Let H1; : : : ; Hr be hypothesis classes over some xed domain set X . Let d = maxi VCdim(Hi) and assume for simplicity that d 3.

|  |  |
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1. Prove that

VCdim ([ri=1Hi) 4d log(2d) + 2 log(r) :

Hint: Take a set of k examples and assume that they are shattered by the union class. Therefore, the union class can produce all 2k possible labelings on these examples. Use Sauer's lemma to show that the union class cannot produce more than rkd labelings. Therefore, 2k < rkd. Now use Lemma [A.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419).

2. (\*) Prove that for r = 2 it holds that

VCdim (H1 [ H2) 2d + 1:

1. Dudley classes: In this question we discuss an algebraic framework for

de ning concept classes over Rn and show a connection between the VC dimension of such classes and their algebraic properties. Given a function f : Rn ! R we de ne the corresponding function, POS (f)(x) = 1[f(x)>0]. For a class F of real valued functions we de ne a corresponding class of functions POS (F) = fPOS (f) : f 2 Fg. We say that a family, F, of real valued func-tions is linearly closed if for all f; g 2 F and r 2 R, (f + rg) 2 F (where addition and scalar multiplication of functions are de ned point wise, namely, for all x 2 Rn, (f + rg)(x) = f(x) + rg(x)). Note that if a family of functions

is linearly closed then we can view it as a vector space over the reals. For a

n def

function g : R ! R and a family of functions F, let F +g = ff +g : f 2 Fg. Hypothesis classes that have a representation as POS (F + g) for some vector space of functions F and some function g are called Dudley classes.

1. Show that for every g : Rn ! R and every vector space of functions F as de ned earlier, VCdim(POS (F + g)) = VCdim(POS (F)).
2. (\*\*) For every linearly closed family of real valued functions F, the VC-dimension of the corresponding class POS (F) equals the linear dimension of F (as a vector space). Hint: Let f1; : : : ; fd be a basis for the vector space F. Consider the mapping x 7!(f1(x); : : : ; fd(x)) (from Rn to Rd). Note that this mapping induces a matching between functions over Rn of the form POS (f) and homogeneous linear halfspaces in Rd (the VC-dimension of the class of homogeneous linear halfspaces is analyzed in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117)).
3. Show that each of the following classes can be represented as a Dudley class:
   1. The class HSn of halfspaces over Rn (see Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117)).
   2. The class HHSn of all homogeneous halfspaces over Rn (see Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117)).
   3. The class Bd of all functions de ned by (open) balls in Rd. Use the Dudley representation to gure out the VC-dimension of this class.
   4. Let Pnd denote the class of functions de ned by polynomial inequalities of degree d, namely,

Pnd = fhp : p is a polynomial of degree d in the variables x1; : : : ; xng;

1. The VC-Dimension

where, for x = (x1: : : : ; xn), hp(x) = 1[p(x) 0] (the degree of a multi-variable polynomial is the maximal sum of variable exponents over all of its terms. For example, the degree of p(x) = 3x31x22 + 4x3x27 is 5).

1. Use the Dudley representation to gure out the VC-dimension of the class P1d { the class of all d-degree polynomials over R.
2. Prove that the class of all polynomial classi ers over R has in nite VC-dimension.
3. Use the Dudley representation to gure out the VC-dimension of the class Pnd (as a function of d and n).

1. Nonuniform Learnability

The notions of PAC learnability discussed so far in the book allow the sample sizes to depend on the accuracy and con dence parameters, but they are uniform with respect to the labeling rule and the underlying data distribution. Conse-quently, classes that are learnable in that respect are limited (they must have a nite VC-dimension, as stated by Theorem [6.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)). In this chapter we consider more relaxed, weaker notions of learnability. We discuss the usefulness of such notions and provide characterization of the concept classes that are learnable using these de nitions.

We begin this discussion by de ning a notion of \nonuniform learnability" that allows the sample size to depend on the hypothesis to which the learner is com-pared. We then provide a characterization of nonuniform learnability and show that nonuniform learnability is a strict relaxation of agnostic PAC learnability. We also show that a su cient condition for nonuniform learnability is that H is a countable union of hypothesis classes, each of which enjoys the uniform con-vergence property. These results will be proved in Section [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page85) by introducing a new learning paradigm, which is called Structural Risk Minimization (SRM). In Section [7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page89) we specify the SRM paradigm for countable hypothesis classes, which yields the Minimum Description Length (MDL) paradigm. The MDL paradigm gives a formal justi cation to a philosophical principle of induction called Oc-cam's razor. Next, in Section [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92) we introduce consistency as an even weaker notion of learnability. Finally, we discuss the signi cance and usefulness of the di erent notions of learnability.

7.1 Nonuniform Learnability

\Nonuniform learnability" allows the sample size to be nonuniform with respect to the di erent hypotheses with which the learner is competing. We say that a hypothesis h is ( ; )-competitive with another hypothesis h0 if, with probability higher than (1 ),

LD(h) LD(h0) + :

In PAC learnability, this notion of \competitiveness" is not very useful, as we are looking for a hypothesis with an absolute low risk (in the realizable case) or

1. Nonuniform Learnability

with a low risk compared to the minimal risk achieved by hypotheses in our class (in the agnostic case). Therefore, the sample size depends only on the accuracy

and con dence parameters. In nonuniform learnability, however, we allow the sample size to be of the form mH( ; ; h); namely, it depends also on the h with which we are competing. Formally,

definition 7.1 A hypothesis class H is nonuniformly learnable if there exist a learning algorithm, A, and a function mNULH : (0; 1)2 H ! N such that, for every ; 2 (0; 1) and for every h 2 H, if m mNULH( ; ; h) then for every distribution D, with probability of at least 1 over the choice of S Dm, it holds that

LD(A(S)) LD(h) + :

At this point it might be useful to recall the de nition of agnostic PAC learn-ability (De nition [3.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page46)):

A hypothesis class H is agnostically PAC learnable if there exist a learning algo-rithm, A, and a function mH : (0; 1)2 ! N such that, for every ; 2 (0; 1) and for every distribution D, if m mH( ; ), then with probability of at least 1 over the choice of S Dm it holds that

LD(A(S)) min LD(h0) + :

h02H

Note that this implies that for every h 2 H

LD(A(S)) LD(h) + :

In both types of learnability, we require that the output hypothesis will be ( ; )-competitive with every other hypothesis in the class. But the di erence between these two notions of learnability is the question of whether the sample size m may depend on the hypothesis h to which the error of A(S) is compared. Note that that nonuniform learnability is a relaxation of agnostic PAC learn-ability. That is, if a class is agnostic PAC learnable then it is also nonuniformly learnable.

7.1.1 Characterizing Nonuniform Learnability

Our goal now is to characterize nonuniform learnability. In the previous chapter we have found a crisp characterization of PAC learnable classes, by showing that a class of binary classi ers is agnostic PAC learnable if and only if its VC-dimension is nite. In the following theorem we nd a di erent characterization for nonuniform learnable classes for the task of binary classi cation.

theorem 7.2 A hypothesis class H of binary classi ers is nonuniformly learn-able if and only if it is a countable union of agnostic PAC learnable hypothesis classes.

The proof of Theorem [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84) relies on the following result of independent interest:

|  |  |
| --- | --- |
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theorem 7.3 Let H be a hypothesis class that can be written as a countable

S

union of hypothesis classes, H = n2N Hn, where each Hn enjoys the uniform convergence property. Then, H is nonuniformly learnable.

Recall that in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) we have shown that uniform convergence is su cient for agnostic PAC learnability. Theorem [7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84) generalizes this result to nonuni-form learnability. The proof of this theorem will be given in the next section by introducing a new learning paradigm. We now turn to proving Theorem [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84).

|  |  |  |
| --- | --- | --- |
| Proof of Theorem [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84) First assume that H = | | n2N Hn where each Hn is ag- |
| nostic PAC learnable. Using the fundamental | theorem of statistical learning, it | |
|  | S |

follows that each Hn has the uniform convergence property. Therefore, using Theorem [7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84) we obtain that H is nonuniform learnable.

For the other direction, assume that H is nonuniform learnable using some

algorithm A. For every n 2 N, let Hn = fh 2 H : mNULH(1=8; 1=7; h) ng. Clearly, H = [n2NHn. In addition, using the de nition of mNULH we know that

for any distribution D that satis es the realizability assumption with respect to Hn, with probability of at least 6=7 over S Dn we have that LD(A(S)) 1=8. Using the fundamental theorem of statistical learning, this implies that the VC-dimension of Hn must be nite, and therefore Hn is agnostic PAC learnable. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The following example shows that nonuniform learnability is a strict relax-ation of agnostic PAC learnability; namely, there are hypothesis classes that are nonuniform learnable but are not agnostic PAC learnable.

Example 7.1 Consider a binary classi cation problem with the instance domain being X = R. For every n 2 N let Hn be the class of polynomial classi ers of degree n; namely, Hn is the set of all classi ers of the form h(x) = sign(p(x))

S

where p : R ! R is a polynomial of degree n. Let H = n2N Hn. Therefore, H is the class of all polynomial classi ers over R. It is easy to verify that VCdim(H) = 1 while VCdim(Hn) = n + 1 (see Exercise [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page81)). Hence, H is not PAC learnable, while on the basis of Theorem [7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84), H is nonuniformly learnable.

7.2 Structural Risk Minimization

So far, we have encoded our prior knowledge by specifying a hypothesis class H, which we believe includes a good predictor for the learning task at hand. Yet another way to express our prior knowledge is by specifying preferences over hypotheses within H. In the Structural Risk Minimization (SRM) paradigm,

S

we do so by rst assuming that H can be written as H = n2N Hn and then specifying a weight function, w : N ! [0; 1], which assigns a weight to each hypothesis class, Hn, such that a higher weight re ects a stronger preference for the hypothesis class. In this section we discuss how to learn with such prior knowledge. In the next section we describe a couple of important weighting schemes, including Minimum Description Length.
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|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Concretely, let H be a hypothesis class that can be written as H = | |  | n2N Hn. | | |
| For example, H may be the class of all polynomial classi ers where | each | | | Hn | is |
|  | S |  |  |

the class of polynomial classi ers of degree n (see Example [7.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page85)). Assume that for each n, the class Hn enjoys the uniform convergence property (see De nition [4.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page55)

|  |  |  |  |
| --- | --- | --- | --- |
|  | UC | ( ; ). Let us also de ne | |
| in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54)) with a sample complexity function mHn | |
| the function n : N (0; 1) ! (0; 1) by |  |  |  |
| UC | ( ; ) | mg: | (7.1) |
| n(m; ) = minf 2 (0; 1) : mHn |

In words, we have a xed sample size m, and we are interested in the lowest possible upper bound on the gap between empirical and true risks achievable by using a sample of m examples.

From the de nitions of uniform convergence and n, it follows that for every m and , with probability of at least 1 over the choice of S Dm we have that

|  |  |
| --- | --- |
| 8h 2 Hn; jLD(h) LS(h)j n(m; ): | (7.2) |

P1

Let w : N ! [0; 1] be a function such that n=1 w(n) 1. We refer to w as

a weight function over the hypothesis classes H1; H2; : : :. Such a weight function

can re ect the importance that the learner attributes to each hypothesis class, or some measure of the complexity of di erent hypothesis classes. If H is a nite union of N hypothesis classes, one can simply assign the same weight of 1=N to all hypothesis classes. This equal weighting corresponds to no a priori preference to any hypothesis class. Of course, if one believes (as prior knowledge) that a certain hypothesis class is more likely to contain the correct target function, then it should be assigned a larger weight, re ecting this prior knowledge. When H is a (countable) in nite union of hypothesis classes, a uniform weighting is not possible but many other weighting schemes may work. For example, one can choose w(n) = 26n2 or w(n) = 2 n. Later in this chapter we will provide another convenient way to de ne weighting functions using description languages.

The SRM rule follows a \bound minimization" approach. This means that the goal of the paradigm is to nd a hypothesis that minimizes a certain upper bound on the true risk. The bound that the SRM rule wishes to minimize is given in the following theorem.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| H |  | H |  |  | 1 |
|  |  | n2N HP | |
| theorem 7.4 Let w : N ! [0; 1] be a function such that | | | | | n=1 w(n) 1. Let |
|  | be a hypothesis class that can be written as |  | = |  | n, where for each n, |

S

Hn satis es the uniform convergence property with a sample complexity function

mUC . Let n be as de ned in Equation ([7.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86)). Then, for every 2 (0; 1) and

Hn

distribution D, with probability of at least 1 over the choice of S Dm, the following bound holds (simultaneously) for every n 2 N and h 2 Hn.

jLD(h) LS(h)j n(m; w(n) ):

Therefore, for every 2 (0; 1) and distribution D, with probability of at least

|  |  |
| --- | --- |
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1it holds that |  |  |  |  |
| 8h 2 H; LD(h) LS(h) + | min | n | n(m; w(n) ): | (7.3) |
| n:h |  |
|  | 2H |  |  |  |

Proof For each n de ne n = w(n) . Applying the assumption that uniform convergence holds for all n with the rate given in Equation ([7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86)), we obtain that if we x n in advance, then with probability of at least 1 n over the choice of

1. Dm,

8h 2 Hn; jLD(h) LS(h)j n(m; n):

Applying the union bound over n = 1; 2; : : :, we obtain that with probability of

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| at least 1 | | n n = 1 | n w(n) 1 , the preceding holds for all n, which | |
| concludes | our proof. | | P |  |
|  | P |  |
| Denote |  |  |  |  |
|  |  |  | n(h) = minfn : h 2 Hng; | (7.4) |

and then Equation ([7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page87)) implies that

LD(h) LS(h) + n(h)(m; w(n(h)) ):

The SRM paradigm searches for h that minimizes this bound, as formalized in the following pseudocode:

Structural Risk Minimization (SRM)

|  |  |  |  |
| --- | --- | --- | --- |
| prior knowledge: | |  | n w(n) 1 |
| w : NS! [0; 1] where | |  |
|  |  |  | UC |
| H = n Hn where Hn has uniform convergence with mHn | | | |
| de ne: n as in | Equation ([7.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86)) ; n(h) as in Equation ([7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page87)) | | |
|  | P | |
| input: training set S Dm, con dence | | | |
| output: h 2 argminh2H | | | LS(h) + n(h)(m; w(n(h)) ) |

Unlike the ERM paradigm discussed in previous chapters, we no longer just care about the empirical risk, LS(h), but we are willing to trade some of our bias toward low empirical risk with a bias toward classes for which n(h)(m; w(n(h)) ) is smaller, for the sake of a smaller estimation error.

Next we show that the SRM paradigm can be used for nonuniform learning of every class, which is a countable union of uniformly converging hypothesis classes.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| theorem 7.5 Let H be a hypothesis class such that H = | | n | 2 | N Hn, where | | |
| each Hn has the uniform convergence property with sample |  |  |  | UC | . Let |
| complexity m | | | | Hn |
|  | S |  |  |  |

w : N ! [0; 1] be such that w(n) = n26 2 . Then, H is nonuniformly learnable using the SRM rule with rate

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| mH | ( ; ; h)mHn(h) | =2 ; | ( n(h))2 | | | : |
| NUL | UC |  |  | 6 |  |  |

1. Nonuniform Learnability

Proof Let A be the SRM algorithm with respect to the weighting function w. For every h 2 H, , and , let m mUC ( ; w(n(h)) ). Using the fact that

Hn(h)

P

n w(n) = 1, we can apply Theorem [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86) to get that, with probability of at least 1 over the choice of S Dm, we have that for every h0 2 H,

LD(h0) LS(h0) + n(h0)(m; w(n(h0)) ):

The preceding holds in particular for the hypothesis A(S) returned by the SRM rule. By the de nition of SRM we obtain that

LD(A(S)) min LS(h0) + n(h0)(m; w(n(h0)) ) LS(h) + n(h)(m; w(n(h)) ):

h0

Finally, if m mHn(h) ( =2; w(n(h)) ) then clearly n(h)(m; w(n(h)) ) =2. In addition, from the uniform convergence property of each Hn we have that with

UC

probability of more than 1 ,

LS(h) LD(h) + =2:

Combining all the preceding we obtain that LD(A(S)) LD(h) + , which con-cludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Note that the previous theorem also proves Theorem [7.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page84).

Remark 7.2 (No-Free-Lunch for Nonuniform Learnability) We have shown that any countable union of classes of nite VC-dimension is nonuniformly learnable. It turns out that, for any in nite domain set, X , the class of all binary valued functions over X is not a countable union of classes of nite VC-dimension. We leave the proof of this claim as a (nontrivial) exercise (see Exercise [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page98)). It follows that, in some sense, the no free lunch theorem holds for nonuniform learning as well: namely, whenever the domain is not nite, there exists no nonuniform learner with respect to the class of all deterministic binary classi ers (although for each such classi er there exists a trivial algorithm that learns it { ERM with respect to the hypothesis class that contains only this classi er).

It is interesting to compare the nonuniform learnability result given in The-orem [7.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page87) to the task of agnostic PAC learning any speci c Hn separately. The prior knowledge, or bias, of a nonuniform learner for H is weaker { it is searching for a model throughout the entire class H, rather than being focused on one spe-ci c Hn. The cost of this weakening of prior knowledge is the increase in sample complexity needed to compete with any speci c h 2 Hn. For a concrete evalua-tion of this gap, consider the task of binary classi cation with the zero-one loss.

Assume that for all n, VCdim(Hn) = n. Since mUC ( ; ) = C n+log(1= ) (where

Hn 2

C is the contant appearing in Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)), a straightforward calculation shows that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| NUL | UC |  | 2 log(2n) |  |
| mH | ( ; ; h) mHn | ( =2; ) 4C |  | : |
| 2 |

That is, the cost of relaxing the learner's prior knowledge from a speci c Hn that contains the target h to a countable union of classes depends on the log of

|  |  |
| --- | --- |
| 7.3 Minimum Description Length and Occam's Razor | 89 |
|  |  |

the index of the rst class in which h resides. That cost increases with the index of the class, which can be interpreted as re ecting the value of knowing a good priority order on the hypotheses in H.

7.3 Minimum Description Length and Occam's Razor

Let H be a countable hypothesis class. Then, we can write H as a countable

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| union of singleton classes, namely, H = | | | | | | | | | | | | | | | n2Nfhng. By Hoe ding's inequality | | |
| (Lemma [4.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page56)), each singleton class has | | | | | | | | | | | | | | the uniform convergence property with | | | |
|  | S | |  |
| rate m | UC | ( ; ) | = |  | log(2= ) | | | | . Therefore, the function n given in Equation ([7.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86)) | | | | | | | | |
|  |  | 2 2 | | |  |
| becomes n(m; ) = q | | | | | |  | log(2= ) | | |  | and the SRM rule becomes | | | | | |  |
|  | 2m | | |  |
|  |  |  |  | hn2H | | | | "LS(h) + r | | | |  |  |  |  |  | # : |
|  |  |  |  |  | |  | 2m | |
|  |  |  | argmin | | | | |  |  |  |  |  |  | log(w(n)) + log(2= ) | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

Equivalently, we can think of w as a function from H to [0; 1], and then the SRM rule becomes

" #

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| h2H | LS(h) + r |  | | 2m | | : |
| argmin |  |  |  | log(w(h)) + log(2= ) | |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

It follows that in this case, the prior knowledge is solely determined by the weight we assign to each hypothesis. We assign higher weights to hypotheses that we believe are more likely to be the correct one, and in the learning algorithm we prefer hypotheses that have higher weights.

In this section we discuss a particular convenient way to de ne a weight func-tion over H, which is derived from the length of descriptions given to hypotheses. Having a hypothesis class, one can wonder about how we describe, or represent, each hypothesis in the class. We naturally x some description language. This can be English, or a programming language, or some set of mathematical formu-las. In any of these languages, a description consists of nite strings of symbols (or characters) drawn from some xed alphabet. We shall now formalize these notions.

Let H be the hypothesis class we wish to describe. Fix some nite set of symbols (or \characters"), which we call the alphabet. For concreteness, we let = f0; 1g. A string is a nite sequence of symbols from ; for example,

= (0; 1; 1; 1; 0) is a string of length 5. We denote by j j the length of a string. The set of all nite length strings is denoted . A description language for H is a function d : H ! , mapping each member h of H to a string d(h). d(h) is called \the description of h," and its length is denoted by jhj.

We shall require that description languages be pre x-free; namely, for every

distinct h; h0, d(h) is not a pre x of d(h0). That is, we do not allow that any string d(h) is exactly the rst jhj symbols of any longer string d(h0). Pre x-free collections of strings enjoy the following combinatorial property:

1. Nonuniform Learnability

lemma 7.6 (Kraft Inequality) If S f0; 1g is a pre x-free set of strings, then

X 1

2j j 1:

2S

Proof De ne a probability distribution over the members of S as follows: Re-peatedly toss an unbiased coin, with faces labeled 0 and 1, until the sequence of outcomes is a member of S; at that point, stop. For each 2 S, let P ( ) be the probability that this process generates the string . Note that since S is pre x-free, for every 2 S, if the coin toss outcomes follow the bits of then we will stop only once the sequence of outcomes equals . We therefore get that, for every 2 S, P ( ) = 2j1 j . Since probabilities add up to at most 1, our proof is concluded. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQBz/8Awgng/wD6FTQ//BdD/wDE0V0FFAHy9/wvTxP4eur/AE20sdIeFL+6kDSwyFsyTPIekgHVjjjpinf8NHeMP+gbof8A34m/+O0UUAH/AA0d4w/6Buh/9+Jv/jtFFFAH/9k=)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUAAEDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDw/wDt3WP+grff+BD/AONFZ9FAHp//AArjR/8An5vv++0/+JooooA//9k=)

In light of Kraft's inequality, any pre x-free description language of a hypoth-esis class, H, gives rise to a weighting function w over that hypothesis class { we

|  |  |  |
| --- | --- | --- |
| will simply set w(h) = | 1 | . This observation immediately yields the following: |
| 2jhj |
|  |  |

theorem 7.7 Let H be a hypothesis class and let d : H ! f0; 1g be a pre x-free description language for H. Then, for every sample size, m, every con dence parameter, > 0, and every probability distribution, D, with probability greater than 1 over the choice of S Dm we have that,

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8h 2 H; LD(h) LS(h) + r | | | | ln(2= ) | | | | |  |  |  |
| jhj + | |  | ; |  |  |  |  |
| 2m | |  |  |  |  |
| where jhj is the length of d(h). | | |  |  |  |  | q |  |  |  |  |
| note that ln(2jhj) = | h ln(2)j | j< h . | |  | n |  |  | 2m | | |
| Proof Choose w(h) = 1=2 h , apply Theorem [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86) with | | | | |  | (m; ) = | | | ln(2= ) | , and | |
|  |  |
| j | j |  | j j |  |  |  |  |  |  |  |  |

As was the case with Theorem [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86), this result suggests a learning paradigm for H { given a training set, S, search for a hypothesis h 2 H that minimizes

|  |  |  |
| --- | --- | --- |
| the bound, LS(h) + qjhj | +ln(2= ) | . In particular, it suggests trading o empirical |
| 2m |

risk for saving description length. This yields the Minimum Description Length learning paradigm.

Minimum Description Length (MDL)

prior knowledge:

H is a countable hypothesis class

H is described by a pre x-free language over f0; 1g

For every h 2 H, jhj is the length of the representation of h input: A training set S Dm, con dence

output: h 2 argminh2H LS(h)

q

1. jhj+ln(2= )

2m

Example 7.3 Let H be the class of all predictors that can be implemented using some programming language, say, C++. Let us represent each program using the

|  |  |
| --- | --- |
| 7.3 Minimum Description Length and Occam's Razor | 91 |
|  |  |

binary string obtained by running the gzip command on the program (this yields a pre x-free description language over the alphabet f0; 1g). Then, jhj is simply the length (in bits) of the output of gzip when running on the C++ program corresponding to h.

7.3.1 Occam's Razor

Theorem [7.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page90) suggests that, having two hypotheses sharing the same empirical risk, the true risk of the one that has shorter description can be bounded by a lower value. Thus, this result can be viewed as conveying a philosophical message:

A short explanation (that is, a hypothesis that has a short length) tends to be more valid than a long explanation.

This is a well known principle, called Occam's razor, after William of Ockham, a 14th-century English logician, who is believed to have been the rst to phrase it explicitly. Here, we provide one possible justi cation to this principle. The inequality of Theorem [7.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page90) shows that the more complex a hypothesis h is (in the sense of having a longer description), the larger the sample size it has to t to guarantee that it has a small true risk, LD(h).

At a second glance, our Occam razor claim might seem somewhat problematic. In the context in which the Occam razor principle is usually invoked in science, the language according to which complexity is measured is a natural language, whereas here we may consider any arbitrary abstract description language. As-sume that we have two hypotheses such that jh 0j is much smaller than jhj. By the preceding result, if both have the same error on a given training set, S, then the true error of h may be much higher than the true error of h0, so one should prefer h0 over h. However, we could have chosen a di erent description language, say, one that assigns a string of length 3 to h and a string of length 100000 to h0. Suddenly it looks as if one should prefer h over h0. But these are the same h and h0 for which we argued two sentences ago that h0 should be preferable. Where is the catch here?

Indeed, there is no inherent generalizability di erence between hypotheses. The crucial aspect here is the dependency order between the initial choice of language (or, preference over hypotheses) and the training set. As we know from the basic Hoe ding's bound (Equation ([4.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page57))), if we commit to any hypothesis be-fore seeing the data, then we are guaranteed a rather small estimation error term

q

|  |  |  |
| --- | --- | --- |
| LD(h) LS(h) + | ln(2= ) | . Choosing a description language (or, equivalently, |
| 2m |

some weighting of hypotheses) is a weak form of committing to a hypothesis. Rather than committing to a single hypothesis, we spread out our commitment among many. As long as it is done independently of the training sample, our gen-eralization bound holds. Just as the choice of a single hypothesis to be evaluated by a sample can be arbitrary, so is the choice of description language.

1. Nonuniform Learnability

7.4 Other Notions of Learnability { Consistency

The notion of learnability can be further relaxed by allowing the needed sample sizes to depend not only on ; , and h but also on the underlying data-generating probability distribution D (that is used to generate the training sample and to determine the risk). This type of performance guarantee is captured by the notion of consistency[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92) of a learning rule.

definition 7.8 (Consistency) Let Z be a domain set, let P be a set of probability distributions over Z, and let H be a hypothesis class. A learn-ing rule A is consistent with respect to H and P if there exists a function mCONH : (0; 1)2 H P ! N such that, for every ; 2 (0; 1), every h 2 H, and every D 2 P, if m mNULH( ; ; h; D) then with probability of at least 1 over the choice of S Dm it holds that

LD(A(S)) LD(h) + :

If P is the set of all distributions,[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92) we say that A is universally consistent with respect to H.

The notion of consistency is, of course, a relaxation of our previous notion of nonuniform learnability. Clearly if an algorithm nonuniformly learns a class H it is also universally consistent for that class. The relaxation is strict in the sense that there are consistent learning rules that are not successful nonuniform learners. For example, the algorithm Memorize de ned in Example [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92) later is universally consistent for the class of all binary classi ers over N. However, as we have argued before, this class is not nonuniformly learnable.

Example 7.4 Consider the classi cation prediction algorithm Memorize de ned as follows. The algorithm memorizes the training examples, and, given a test point x, it predicts the majority label among all labeled instances of x that exist in the training sample (and some xed default label if no instance of x appears in the training set). It is possible to show (see Exercise [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page98)) that the Memorize algorithm is universally consistent for every countable domain X and a nite label set Y (w.r.t. the zero-one loss).

Intuitively, it is not obvious that the Memorize algorithm should be viewed as a learner, since it lacks the aspect of generalization, namely, of using observed data to predict the labels of unseen examples. The fact that Memorize is a consistent algorithm for the class of all functions over any countable domain set therefore raises doubt about the usefulness of consistency guarantees. Furthermore, the sharp-eyed reader may notice that the \bad learner" we introduced in Chapter [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page33),

1. In the literature, consistency is often de ned using the notion of either convergence in probability (corresponding to weak consistency) or almost sure convergence (corresponding

to strong consistency).

1. Formally, we assume that Z is endowed with some sigma algebra of subsets , and by \all distributions" we mean all probability distributions that have contained in their associated family of measurable subsets.

|  |  |
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which led to over tting, is in fact the Memorize algorithm. In the next section we discuss the signi cance of the di erent notions of learnability and revisit the No-Free-Lunch theorem in light of the di erent de nitions of learnability.

7.5 Discussing the Di erent Notions of Learnability

We have given three de nitions of learnability and we now discuss their useful-ness. As is usually the case, the usefulness of a mathematical de nition depends on what we need it for. We therefore list several possible goals that we aim to achieve by de ning learnability and discuss the usefulness of the di erent de ni-tions in light of these goals.

What Is the Risk of the Learned Hypothesis?

The rst possible goal of deriving performance guarantees on a learning algo-rithm is bounding the risk of the output predictor. Here, both PAC learning and nonuniform learning give us an upper bound on the true risk of the learned hypothesis based on its empirical risk. Consistency guarantees do not provide such a bound. However, it is always possible to estimate the risk of the output predictor using a validation set (as will be described in Chapter [11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page144)).

How Many Examples Are Required to Be as Good as the Best Hypothesis in H?

When approaching a learning problem, a natural question is how many exam-ples we need to collect in order to learn it. Here, PAC learning gives a crisp answer. However, for both nonuniform learning and consistency, we do not know in advance how many examples are required to learn H. In nonuniform learning this number depends on the best hypothesis in H, and in consistency it also depends on the underlying distribution. In this sense, PAC learning is the only useful de nition of learnability. On the ip side, one should keep in mind that even if the estimation error of the predictor we learn is small, its risk may still be large if H has a large approximation error. So, for the question \How many examples are required to be as good as the Bayes optimal predictor?" even PAC guarantees do not provide us with a crisp answer. This re ects the fact that the usefulness of PAC learning relies on the quality of our prior knowledge.

PAC guarantees also help us to understand what we should do next if our learning algorithm returns a hypothesis with a large risk, since we can bound the part of the error that stems from estimation error and therefore know how much of the error is attributed to approximation error. If the approximation error is large, we know that we should use a di erent hypothesis class. Similarly, if a nonuniform algorithm fails, we can consider a di erent weighting function over (subsets of) hypotheses. However, when a consistent algorithm fails, we have no idea whether this is because of the estimation error or the approximation error. Furthermore, even if we are sure we have a problem with the estimation

1. Nonuniform Learnability

error term, we do not know how many more examples are needed to make the estimation error small.

How to Learn? How to Express Prior Knowledge?

Maybe the most useful aspect of the theory of learning is in providing an answer to the question of \how to learn." The de nition of PAC learning yields the limitation of learning (via the No-Free-Lunch theorem) and the necessity of prior knowledge. It gives us a crisp way to encode prior knowledge by choosing a hypothesis class, and once this choice is made, we have a generic learning rule { ERM. The de nition of nonuniform learnability also yields a crisp way to encode

prior knowledge by specifying weights over (subsets of) hypotheses of H. Once this choice is made, we again have a generic learning rule { SRM. The SRM rule is also advantageous in model selection tasks, where prior knowledge is partial. We elaborate on model selection in Chapter [11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page144) and here we give a brief example.

Consider the problem of tting a one dimensional polynomial to data; namely,

our goal is to learn a function, h : R ! R, and as prior knowledge we consider the hypothesis class of polynomials. However, we might be uncertain regarding which degree d would give the best results for our data set: A small degree might not t the data well (i.e., it will have a large approximation error), whereas a high degree might lead to over tting (i.e., it will have a large estimation error). In the following we depict the result of tting a polynomial of degrees 2, 3, and 10 to the same training set.

degree 2 degree 3 degree 10
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It is easy to see that the empirical risk decreases as we enlarge the degree. Therefore, if we choose H to be the class of all polynomials up to degree 10 then the ERM rule with respect to this class would output a 10 degree polynomial and would over t. On the other hand, if we choose too small a hypothesis class, say, polynomials up to degree 2, then the ERM would su er from under tting (i.e., a large approximation error). In contrast, we can use the SRM rule on the set of all polynomials, while ordering subsets of H according to their degree, and this will yield a 3rd degree polynomial since the combination of its empirical risk and the bound on its estimation error is the smallest. In other words, the SRM rule enables us to select the right model on the basis of the data itself. The price we pay for this exibility (besides a slight increase of the estimation error relative to PAC learning w.r.t. the optimal degree) is that we do not know in
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advance how many examples are needed to compete with the best hypothesis in H.

Unlike the notions of PAC learnability and nonuniform learnability, the de ni-tion of consistency does not yield a natural learning paradigm or a way to encode prior knowledge. In fact, in many cases there is no need for prior knowledge at all. For example, we saw that even the Memorize algorithm, which intuitively should not be called a learning algorithm, is a consistent algorithm for any class de ned over a countable domain and a nite label set. This hints that consistency is a very weak requirement.

Which Learning Algorithm Should We Prefer?

One may argue that even though consistency is a weak requirement, it is desirable that a learning algorithm will be consistent with respect to the set of all functions from X to Y, which gives us a guarantee that for enough training examples, we will always be as good as the Bayes optimal predictor. Therefore, if we have two algorithms, where one is consistent and the other one is not consistent, we should prefer the consistent algorithm. However, this argument is problematic for two reasons. First, maybe it is the case that for most \natural" distributions we will observe in practice that the sample complexity of the consistent algorithm will be so large so that in every practical situation we will not obtain enough examples to enjoy this guarantee. Second, it is not very hard to make any PAC or nonuniform learner consistent with respect to the class of all functions from

1. to Y. Concretely, consider a countable domain, X , a nite label set Y, and a hypothesis class, H, of functions from X to Y. We can make any nonuniform learner for H be consistent with respect to the class of all classi ers from X to Y using the following simple trick: Upon receiving a training set, we will rst run the nonuniform learner over the training set, and then we will obtain a bound on the true risk of the learned predictor. If this bound is small enough we are done. Otherwise, we revert to the Memorize algorithm. This simple modi cation

makes the algorithm consistent with respect to all functions from X to Y. Since it is easy to make any algorithm consistent, it may not be wise to prefer one algorithm over the other just because of consistency considerations.

7.5.1 The No-Free-Lunch Theorem Revisited

Recall that the No-Free-Lunch theorem (Theorem [5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page61) from Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60)) implies that no algorithm can learn the class of all classi ers over an in nite domain. In contrast, in this chapter we saw that the Memorize algorithm is consistent with respect to the class of all classi ers over a countable in nite domain. To understand why these two statements do not contradict each other, let us rst recall the formal statement of the No-Free-Lunch theorem.

Let X be a countable in nite domain and let Y = f 1g. The No-Free-Lunch theorem implies the following: For any algorithm, A, and a training set size, m, there exist a distribution over X and a function h? : X ! Y, such that if A

1. Nonuniform Learnability

will get a sample of m i.i.d. training examples, labeled by h?, then A is likely to return a classi er with a larger error.

The consistency of Memorize implies the following: For every distribution over

1. and a labeling function h? : X ! Y, there exists a training set size m (that depends on the distribution and on h?) such that if Memorize receives at least m examples it is likely to return a classi er with a small error.

We see that in the No-Free-Lunch theorem, we rst x the training set size, and then nd a distribution and a labeling function that are bad for this training set size. In contrast, in consistency guarantees, we rst x the distribution and the labeling function, and only then do we nd a training set size that su ces for learning this particular distribution and labeling function.

7.6 Summary

We introduced nonuniform learnability as a relaxation of PAC learnability and consistency as a relaxation of nonuniform learnability. This means that even classes of in nite VC-dimension can be learnable, in some weaker sense of learn-ability. We discussed the usefulness of the di erent de nitions of learnability.

For hypothesis classes that are countable, we can apply the Minimum Descrip-tion Length scheme, where hypotheses with shorter descriptions are preferred, following the principle of Occam's razor. An interesting example is the hypothe-sis class of all predictors we can implement in C++ (or any other programming language), which we can learn (nonuniformly) using the MDL scheme.

Arguably, the class of all predictors we can implement in C++ is a powerful class of functions and probably contains all that we can hope to learn in prac-tice. The ability to learn this class is impressive, and, seemingly, this chapter should have been the last chapter of this book. This is not the case, because of the computational aspect of learning: that is, the runtime needed to apply the learning rule. For example, to implement the MDL paradigm with respect to all C++ programs, we need to perform an exhaustive search over all C++ pro-grams, which will take forever. Even the implementation of the ERM paradigm with respect to all C++ programs of description length at most 1000 bits re-quires an exhaustive search over 21000 hypotheses. While the sample complexity

of learning this class is just 1000+log(2= ) , the runtime is 21000. This is a huge

2

number { much larger than the number of atoms in the visible universe. In the next chapter we formally de ne the computational complexity of learning. In the second part of this book we will study hypothesis classes for which the ERM or SRM schemes can be implemented e ciently.
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7.7 Bibliographic Remarks

Our de nition of nonuniform learnability is related to the de nition of an Occam-algorithm in Blumer, Ehrenfeucht, Haussler & Warmuth (1987). The concept of SRM is due to (Vapnik & Chervonenkis 1974, Vapnik 1995). The concept of MDL is due to (Rissanen 1978, Rissanen 1983). The relation between SRM and MDL is discussed in Vapnik (1995). These notions are also closely related to the notion of regularization (e.g. Tikhonov (1943)). We will elaborate on regularization in the second part of this book.

The notion of consistency of estimators dates back to Fisher (1922). Our pre-sentation of consistency follows Steinwart & Christmann (2008), who also derived several no-free-lunch theorems.

7.8 Exercises

1. Prove that for any nite class H, and any description language d : H !

f0; 1g , the VC-dimension of H is at most 2 supfjd(h)j : h 2 Hg { the maxi-mum description length of a predictor in H. Furthermore, if d is a pre x-free description then VCdim(H) supfjd(h)j : h 2 Hg.

1. Let H = fhn : n 2 Ng be an in nite countable hypothesis class for binary classi cation. Show that it is impossible to assign weights to the hypotheses

in H such that

H could be learnt nonuniformly using these weights. That is, the weighting

P

function w : H ! [0; 1] should satisfy the condition h2H w(h) 1.

The weights would be monotonically nondecreasing. That is, if i < j, then w(hi) w(hj).

1. Consider a hypothesis class H = S1n=1 Hn, where for every n 2 N, Hn is

|  |  |  |  |
| --- | --- | --- | --- |
| nite. Find a weighting function w : H ! [0; 1] such that |  | h2H w(h) | |
| 1 and so that for all h 2 H, w(h) is determined by n(h) | = min n : h | | 2 |
| P | f |

(\*) De ne such a function w when for all n Hn is countable (possibly in nite).

1. Let H be some hypothesis class. For any h 2 H, let jhj denote the description length of h, according to some xed description language. Consider the MDL learning paradigm in which the algorithm returns:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| hS 2 arg h2H | " | S |  | r |  |  |  | # |
|  | j j 2m | | |
| min |  | L | (h) + |  |  | h + ln(2= ) | | ; |
|  |  |  |  |  |

where S is a sample of size m. For any B > 0, let HB = fh 2 H : jhj Bg, and de ne

hB = arg min LD(h):

h2HB

1. Nonuniform Learnability

Prove a bound on LD(hS) LD(hB) in terms of B, the con dence parameter

, and the size of the training set m.

Note: Such bounds are known as oracle inequalities in the literature: We wish to estimate how good we are compared to a reference classi er (or \oracle") hB.

1. In this question we wish to show a No-Free-Lunch result for nonuniform learn-ability: namely, that, over any in nite domain, the class of all functions is not learnable even under the relaxed nonuniform variation of learning.

Recall that an algorithm, A, nonuniformly learns a hypothesis class H if there exists a function mNULH : (0; 1)2 H ! N such that, for every ; 2 (0; 1) and for every h 2 H, if m mNULH( ; ; h) then for every distribution D, with probability of at least 1 over the choice of S Dm, it holds that

LD(A(S)) LD(h) + :

If such an algorithm exists then we say that H is nonuniformly learnable.

1. Let A be a nonuniform learner for a class H. For each n 2 N de ne HnA = fh 2 H : mNUL(0:1; 0:1; h) ng. Prove that each such class Hn has a nite VC-dimension.
2. Prove that if a class H is nonuniformly learnable then there are classes Hn

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| so that H = | n2N Hn and, for every n 2 N, VCdim(Hn) is nite. | | | |
| class that shatters an in nite set. Then, for every sequence | | | | |
| 3. Let H be a S |  | S | 2 | N Hn, there exists some n for |
| which VCdim(Hn) = 1. | |
| of classes (Hn | : n 2 N) such that H = | n |  |

Hint: Given a class H that shatters some in nite set K, and a sequence of

classes (Hn : n 2 N), each having a nite VC-dimension, start by de ning subsets Kn K such that, for all n, jKnj > VCdim(Hn) and for any n 6= m, Kn \ Km = ;. Now, pick for each such Kn a function fn : Kn ! f0; 1g so that no h 2 Hn agrees with fn on the domain Kn. Finally, de ne

S

f : X ! f0; 1g by combining these fn's and prove that f 2 H n n2N Hn .

* 1. Construct a class H1 of functions from the unit interval [0; 1] to f0; 1g that is nonuniformly learnable but not PAC learnable.
  2. Construct a class H2 of functions from the unit interval [0; 1] to f0; 1g that is not nonuniformly learnable.

1. In this question we wish to show that the algorithm Memorize is a consistent learner for every class of (binary-valued) functions over any countable domain. Let X be a countable domain and let D be a probability distribution over X .
   1. Let fxi : i 2 Ng be an enumeration of the elements of X so that for all
2. j, D(fxig) D(fxjg). Prove that

X

lim D(fxig) = 0:

n!1

i n

1. Given any > 0 prove that there exists D > 0 such that D(fx 2 X : D(fxg) < Dg) < :
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1. Prove that for every > 0, if n is such that D(fxig) < for all i > n, then for every m 2 N,

P [9xi : (D(fxig) > and xi 2= S)] ne m:

S Dm

1. Conclude that if X is countable then for every probability distribution D over X there exists a function mD : (0; 1) (0; 1) ! N such that for every ; > 0 if m > mD( ; ) then
2. [D(fx : x 2= Sg) > ] < :

S Dm

1. Prove that Memorize is a consistent learner for every class of (binary-valued) functions over any countable domain.

1. The Runtime of Learning

So far in the book we have studied the statistical perspective of learning, namely, how many samples are needed for learning. In other words, we focused on the amount of information learning requires. However, when considering automated learning, computational resources also play a major role in determining the com-plexity of a task: that is, how much computation is involved in carrying out a learning task. Once a su cient training sample is available to the learner, there is some computation to be done to extract a hypothesis or gure out the label of a given test instance. These computational resources are crucial in any practical application of machine learning. We refer to these two types of resources as the sample complexity and the computational complexity. In this chapter, we turn our attention to the computational complexity of learning.

The computational complexity of learning should be viewed in the wider con-text of the computational complexity of general algorithmic tasks. This area has been extensively investigated; see, for example, (Sipser 2006). The introductory comments that follow summarize the basic ideas of that general theory that are most relevant to our discussion.

The actual runtime (in seconds) of an algorithm depends on the speci c ma-chine the algorithm is being implemented on (e.g., what the clock rate of the machine's CPU is). To avoid dependence on the speci c machine, it is common to analyze the runtime of algorithms in an asymptotic sense. For example, we say that the computational complexity of the merge-sort algorithm, which sorts a list of n items, is O(n log(n)). This implies that we can implement the algo-rithm on any machine that satis es the requirements of some accepted abstract model of computation, and the actual runtime in seconds will satisfy the follow-ing: there exist constants c and n0, which can depend on the actual machine, such that, for any value of n > n0, the runtime in seconds of sorting any n items will be at most c n log(n). It is common to use the term feasible or e ciently computable for tasks that can be performed by an algorithm whose running time is O(p(n)) for some polynomial function p. One should note that this type of analysis depends on de ning what is the input size n of any instance to which the algorithm is expected to be applied. For \purely algorithmic" tasks, as dis-cussed in the common computational complexity literature, this input size is clearly de ned; the algorithm gets an input instance, say, a list to be sorted, or an arithmetic operation to be calculated, which has a well de ned size (say, the
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number of bits in its representation). For machine learning tasks, the notion of an input size is not so clear. An algorithm aims to detect some pattern in a data set and can only access random samples of that data.

We start the chapter by discussing this issue and de ne the computational complexity of learning. For advanced students, we also provide a detailed formal de nition. We then move on to consider the computational complexity of im-plementing the ERM rule. We rst give several examples of hypothesis classes where the ERM rule can be e ciently implemented, and then consider some cases where, although the class is indeed e ciently learnable, ERM implemen-tation is computationally hard. It follows that hardness of implementing ERM does not imply hardness of learning. Finally, we brie y discuss how one can show hardness of a given learning task, namely, that no learning algorithm can solve it e ciently.

8.1 Computational Complexity of Learning

Recall that a learning algorithm has access to a domain of examples, Z, a hy-pothesis class, H, a loss function, `, and a training set of examples from Z that are sampled i.i.d. according to an unknown distribution D. Given parameters ; , the algorithm should output a hypothesis h such that with probability of at least 1 ,

LD(h) min LD(h0) + :

h02H

As mentioned before, the actual runtime of an algorithm in seconds depends on the speci c machine. To allow machine independent analysis, we use the standard approach in computational complexity theory. First, we rely on a notion of an abstract machine, such as a Turing machine (or a Turing machine over the reals (Blum, Shub & Smale 1989)). Second, we analyze the runtime in an asymptotic sense, while ignoring constant factors, thus the speci c machine is not important as long as it implements the abstract machine. Usually, the asymptote is with respect to the size of the input to the algorithm. For example, for the merge-sort algorithm mentioned before, we analyze the runtime as a function of the number of items that need to be sorted.

In the context of learning algorithms, there is no clear notion of \input size." One might de ne the input size to be the size of the training set the algorithm receives, but that would be rather pointless. If we give the algorithm a very large number of examples, much larger than the sample complexity of the learn-ing problem, the algorithm can simply ignore the extra examples. Therefore, a larger training set does not make the learning problem more di cult, and, con-sequently, the runtime available for a learning algorithm should not increase as we increase the size of the training set. Just the same, we can still analyze the runtime as a function of natural parameters of the problem such as the target accuracy, the con dence of achieving that accuracy, the dimensionality of the
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domain set, or some measures of the complexity of the hypothesis class with which the algorithm's output is compared.

To illustrate this, consider a learning algorithm for the task of learning axis aligned rectangles. A speci c problem of learning axis aligned rectangles is de-rived by specifying , , and the dimension of the instance space. We can de ne a sequence of problems of the type \rectangles learning" by xing ; and varying the dimension to be d = 2; 3; 4; : : :. We can also de ne another sequence of \rect-

angles learning" problems by xing d; and varying the target accuracy to be

= 12 ; 13 ; : : :. One can of course choose other sequences of such problems. Once a sequence of the problems is xed, one can analyze the asymptotic runtime as a function of variables of that sequence.

Before we introduce the formal de nition, there is one more subtlety we need to tackle. On the basis of the preceding, a learning algorithm can \cheat," by transferring the computational burden to the output hypothesis. For example, the algorithm can simply de ne the output hypothesis to be the function that stores the training set in its memory, and whenever it gets a test example x it calculates the ERM hypothesis on the training set and applies it on x. Note that in this case, our algorithm has a xed output (namely, the function that we have just described) and can run in constant time. However, learning is still hard { the hardness is now in implementing the output classi er to obtain a label prediction. To prevent this \cheating," we shall require that the output of a learning algorithm must be applied to predict the label of a new example in time that does not exceed the runtime of training (that is, computing the output classi er from the input training sample). In the next subsection the advanced reader may nd a formal de nition of the computational complexity of learning.

8.1.1 Formal De nition\*

The de nition that follows relies on a notion of an underlying abstract machine, which is usually either a Turing machine or a Turing machine over the reals. We will measure the computational complexity of an algorithm using the number of \operations" it needs to perform, where we assume that for any machine that implements the underlying abstract machine there exists a constant c such that any such \operation" can be performed on the machine using c seconds.

definition 8.1 (The Computational Complexity of a Learning Algorithm) We de ne the complexity of learning in two steps. First we consider the compu-tational complexity of a xed learning problem (determined by a triplet (Z; H; `)

{ a domain set, a benchmark hypothesis class, and a loss function). Then, in the second step we consider the rate of change of that complexity along a sequence of such tasks.

1. Given a function f : (0; 1)2 ! N, a learning task (Z; H; `), and a learning algorithm, A, we say that A solves the learning task in time O(f) if there exists some constant number c, such that for every probability distribution D

|  |  |
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over Z, and input ; 2 (0; 1), when A has access to samples generated i.i.d. by D,

A terminates after performing at most cf( ; ) operations

The output of A, denoted hA, can be applied to predict the label of a new example while performing at most cf( ; ) operations

The output of A is probably approximately correct; namely, with proba-

bility of at least 1 (over the random samples A receives), LD(hA) minh02H LD(h0) +

1. Consider a sequence of learning problems, (Zn; Hn; `n)1n=1, where problem n is de ned by a domain Zn, a hypothesis class Hn, and a loss function `n.

Let A be a learning algorithm designed for solving learning problems of this form. Given a function g : N (0; 1)2 ! N, we say that the runtime of A with respect to the preceding sequence is O(g), if for all n, A solves the problem (Zn; Hn; `n) in time O(fn), where fn : (0; 1)2 ! N is de ned by fn( ; ) = g(n; ; ).

We say that A is an e cient algorithm with respect to a sequence (Zn; Hn; `n) if its runtime is O(p(n; 1= ; 1= )) for some polynomial p.

From this de nition we see that the question whether a general learning prob-lem can be solved e ciently depends on how it can be broken into a sequence of speci c learning problems. For example, consider the problem of learning a nite hypothesis class. As we showed in previous chapters, the ERM rule over H is guaranteed to ( ; )-learn H if the number of training examples is order of mH( ; ) = log(jHj= )= 2. Assuming that the evaluation of a hypothesis on an example takes a constant time, it is possible to implement the ERM rule in time O(jHj mH( ; )) by performing an exhaustive search over H with a training set of size mH( ; ). For any xed nite H, the exhaustive search algorithm runs in polynomial time. Furthermore, if we de ne a sequence of problems in which jHnj = n, then the exhaustive search is still considered to be e cient. However, if we de ne a sequence of problems for which jHnj = 2n, then the sample complex-ity is still polynomial in n but the computational complexity of the exhaustive search algorithm grows exponentially with n (thus, rendered ine cient).

8.2 Implementing the ERM Rule

Given a hypothesis class H, the ERMH rule is maybe the most natural learning paradigm. Furthermore, for binary classi cation problems we saw that if learning is at all possible, it is possible with the ERM rule. In this section we discuss the computational complexity of implementing the ERM rule for several hypothesis classes.

Given a hypothesis class, H, a domain set Z, and a loss function `, the corre-sponding ERMH rule can be de ned as follows:
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On a nite input sample S 2 Zm output some h 2 H that minimizes the empirical loss, LS(h) = jS1j Pz2S `(h; z).

This section studies the runtime of implementing the ERM rule for several examples of learning tasks.

8.2.1 Finite Classes

Limiting the hypothesis class to be a nite class may be considered as a reason-ably mild restriction. For example, H can be the set of all predictors that can be implemented by a C++ program written in at most 10000 bits of code. Other ex-amples of useful nite classes are any hypothesis class that can be parameterized by a nite number of parameters, where we are satis ed with a representation of each of the parameters using a nite number of bits, for example, the class of axis aligned rectangles in the Euclidean space, Rd, when the parameters de ning any given rectangle are speci ed up to some limited precision.

As we have shown in previous chapters, the sample complexity of learning a nite class is upper bounded by mH( ; ) = c log(cjHj= )= c, where c = 1 in the realizable case and c = 2 in the nonrealizable case. Therefore, the sample complexity has a mild dependence on the size of H. In the example of C++ programs mentioned before, the number of hypotheses is 210;000 but the sample complexity is only c(10; 000 + log(c= ))= c.

A straightforward approach for implementing the ERM rule over a nite hy-pothesis class is to perform an exhaustive search. That is, for each h 2 H we calculate the empirical risk, LS(h), and return a hypothesis that minimizes the empirical risk. Assuming that the evaluation of `(h; z) on a single exam-ple takes a constant amount of time, k, the runtime of this exhaustive search becomes kjHjm, where m is the size of the training set. If we let m to be the upper bound on the sample complexity mentioned, then the runtime becomes kjHjc log(cjHj= )= c.

The linear dependence of the runtime on the size of H makes this approach ine cient (and unrealistic) for large classes. Formally, if we de ne a sequence of problems (Zn; Hn; `n)1n=1 such that log(jHnj) = n, then the exhaustive search approach yields an exponential runtime. In the example of C++ programs, if Hn is the set of functions that can be implemented by a C++ program written in at most n bits of code, then the runtime grows exponentially with n, implying that the exhaustive search approach is unrealistic for practical use. In fact, this problem is one of the reasons we are dealing with other hypothesis classes, like classes of linear predictors, which we will encounter in the next chapter, and not just focusing on nite classes.

It is important to realize that the ine ciency of one algorithmic approach (such as the exhaustive search) does not yet imply that no e cient ERM imple-mentation exists. Indeed, we will show examples in which the ERM rule can be implemented e ciently.
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8.2.2 Axis Aligned Rectangles

Let Hn be the class of axis aligned rectangles in Rn, namely,

Hn = fh(a1;:::;an;b1;:::;bn) : 8i; ai big

where

|  |  |  |  |
| --- | --- | --- | --- |
| h(a1;:::;an;b1;:::;bn)(x; y) = ( | 1 | if 8i; xi 2 [ai; bi] | (8.1) |
| 0 | otherwise |

E ciently Learnable in the Realizable Case

Consider implementing the ERM rule in the realizable case. That is, we are given

1. training set S = (x1; y1); : : : ; (xm; ym) of examples, such that there exists an axis aligned rectangle, h 2 Hn, for which h(xi) = yi for all i. Our goal is to nd such an axis aligned rectangle with a zero training error, namely, a rectangle that is consistent with all the labels in S.

We show later that this can be done in time O(nm). Indeed, for each i 2 [n], set ai = minfxi : (x; 1) 2 Sg and bi = maxfxi : (x; 1) 2 Sg. In words, we take ai to be the minimal value of the i'th coordinate of a positive example in S and bi to be the maximal value of the i'th coordinate of a positive example in S.

It is easy to verify that the resulting rectangle has zero training error and that the runtime of nding each ai and bi is O(m). Hence, the total runtime of this procedure is O(nm).

Not E ciently Learnable in the Agnostic Case

In the agnostic case, we do not assume that some hypothesis h perfectly predicts the labels of all the examples in the training set. Our goal is therefore to nd h that minimizes the number of examples for which yi 6= h(xi). It turns out that for many common hypothesis classes, including the classes of axis aligned rectangles we consider here, solving the ERM problem in the agnostic setting is NP-hard (and, in most cases, it is even NP-hard to nd some h 2 H whose error is no more than some constant c > 1 times that of the empirical risk minimizer in H). That is, unless P = NP, there is no algorithm whose running time is polynomial in m and n that is guaranteed to nd an ERM hypothesis for these problems (Ben-David, Eiron & Long 2003).

On the other hand, it is worthwhile noticing that, if we x one speci c hypoth-esis class, say, axis aligned rectangles in some xed dimension, n, then there exist e cient learning algorithms for this class. In other words, there are successful agnostic PAC learners that run in time polynomial in 1= and 1= (but their dependence on the dimension n is not polynomial).

To see this, recall the implementation of the ERM rule we presented for the realizable case, from which it follows that an axis aligned rectangle is determined by at most 2n examples. Therefore, given a training set of size m, we can per-form an exhaustive search over all subsets of the training set of size at most 2n examples and construct a rectangle from each such subset. Then, we can pick
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the rectangle with the minimal training error. This procedure is guaranteed to

nd an ERM hypothesis, and the runtime of the procedure is mO(n). It follows that if n is xed, the runtime is polynomial in the sample size. This does not contradict the aforementioned hardness result, since there we argued that unless P=NP one cannot have an algorithm whose dependence on the dimension n is polynomial as well.

8.2.3 Boolean Conjunctions

A Boolean conjunction is a mapping from X = f0; 1gn to Y = f0; 1g that can be expressed as a proposition formula of the form xi1 ^ : : : ^ xik ^ :xj1 ^ : : : ^ :xjr , for some indices i1; : : : ; ik; j1; : : : ; jr 2 [n]. The function that such a proposition formula de nes is

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| h(x) = | ( | 0 | otherwise |  | k |  |  |  |  |  |
|  |  | 1 | if xi1 = | = xi |  | = 1 and xj1 | = |  | = xjr | = 0 |

Let HCn be the class of all Boolean conjunctions over f0; 1gn. The size of HCn is at most 3n + 1 (since in a conjunction formula, each element of x either appears, or appears with a negation sign, or does not appear at all, and we also have the all negative formula). Hence, the sample complexity of learning HCn using the ERM rule is at most n log(3= )= .

E ciently Learnable in the Realizable Case

Next, we show that it is possible to solve the ERM problem for HCn in time polynomial in n and m. The idea is to de ne an ERM conjunction by including in the hypothesis conjunction all the literals that do not contradict any positively labeled example. Let v1; : : : ; vm+ be all the positively labeled instances in the input sample S. We de ne, by induction on i m+, a sequence of hypotheses (or conjunctions). Let h0 be the conjunction of all possible literals. That is, h0 = x1 ^ :x1 ^ x2 ^ : : : ^ xn ^ :xn. Note that h0 assigns the label 0 to all the elements of X . We obtain hi+1 by deleting from the conjunction hi all the literals that are not satis ed by vi+1. The algorithm outputs the hypothesis hm+ . Note that hm+ labels positively all the positively labeled examples in S. Furthermore, for every i m+, hi is the most restrictive conjunction that labels v1; : : : ; vi positively. Now, since we consider learning in the realizable setup, there exists a conjunction hypothesis, f 2 HCn , that is consistent with all the examples in S. Since hm+ is the most restrictive conjunction that labels positively all the positively labeled members of S, any instance labeled 0 by f is also labeled 0 by hm+ . It follows that hm+ has zero training error (w.r.t. S), and is therefore a legal ERM hypothesis. Note that the running time of this algorithm is O(mn).

|  |  |
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Not E ciently Learnable in the Agnostic Case

As in the case of axis aligned rectangles, unless P = NP, there is no algorithm whose running time is polynomial in m and n that guaranteed to nd an ERM hypothesis for the class of Boolean conjunctions in the unrealizable case.

8.2.4 Learning 3-Term DNF

We next show that a slight generalization of the class of Boolean conjunctions leads to intractability of solving the ERM problem even in the realizable case. Consider the class of 3-term disjunctive normal form formulae (3-term DNF). The instance space is X = f0; 1gn and each hypothesis is represented by the Boolean formula of the form h(x) = A1(x) \_ A2(x) \_ A3(x), where each Ai(x) is a Boolean conjunction (as de ned in the previous section). The output of h(x) is 1 if either A1(x) or A2(x) or A3(x) outputs the label 1. If all three conjunctions output the label 0 then h(x) = 0.

Let H3nDNF be the hypothesis class of all such 3-term DNF formulae. The size of H3nDNF is at most 33n. Hence, the sample complexity of learning H3nDNF using

the ERM rule is at most 3n log(3= )= .

However, from the computational perspective, this learning problem is hard. It has been shown (see (Pitt & Valiant 1988, Kearns et al. 1994)) that unless RP = NP, there is no polynomial time algorithm that properly learns a sequence of 3-term DNF learning problems in which the dimension of the n'th problem is n. By \properly" we mean that the algorithm should output a hypothesis that is a 3-term DNF formula. In particular, since ERMHn3DNF outputs a 3-term DNF formula it is a proper learner and therefore it is hard to implement it. The proof uses a reduction of the graph 3-coloring problem to the problem of PAC learning 3-term DNF. The detailed technique is given in Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page111). See also (Kearns & Vazirani 1994, Section 1.4).

8.3 E ciently Learnable, but Not by a Proper ERM

In the previous section we saw that it is impossible to implement the ERM rule e ciently for the class H3nDNF of 3-DNF formulae. In this section we show that it is possible to learn this class e ciently, but using ERM with respect to a larger class.

Representation Independent Learning Is Not Hard

Next we show that it is possible to learn 3-term DNF formulae e ciently. There is no contradiction to the hardness result mentioned in the previous section as we now allow \representation independent" learning. That is, we allow the learning algorithm to output a hypothesis that is not a 3-term DNF formula. The ba-sic idea is to replace the original hypothesis class of 3-term DNF formula with a larger hypothesis class so that the new class is easily learnable. The learning
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algorithm might return a hypothesis that does not belong to the original hypoth-esis class; hence the name \representation independent" learning. We emphasize that in most situations, returning a hypothesis with good predictive ability is what we are really interested in doing.

We start by noting that because \_ distributes over ^, each 3-term DNF formula can be rewritten as

^

A1 \_ A2 \_ A3 =

(u \_ v \_ w)

u A1;v2A2;w2A3

Next, let us de ne: : f0; 1gn ! f0; 1g(2n)3 such that for each triplet of literals u; v; w there is a variable in the range of indicating if u \_ v \_ w is true or false. So, for each 3-DNF formula over f0; 1gn there is a conjunction over f0; 1g(2n)3 , with the same truth table. Since we assume that the data is realizable, we can solve the ERM problem with respect to the class of conjunctions over f0; 1g(2n)3 . Furthermore, the sample complexity of learning the class of conjunctions in the higher dimensional space is at most n3 log(1= )= . Thus, the overall runtime of this approach is polynomial in n.

Intuitively, the idea is as follows. We started with a hypothesis class for which learning is hard. We switched to another representation where the hypothesis class is larger than the original class but has more structure, which allows for a more e cient ERM search. In the new representation, solving the ERM problem is easy.
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|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  | 3 |
|  |  |  |  |  |  |  | ) |
|  |  |  |  |  |  | n | |
|  |  |  |  |  | (2 | |  |
|  |  |  |  | g | |  |  |
|  |  |  | 1 | |  |  |  |
|  |  | ; | |  |  |  |  |
|  | 0 | |  |  |  |  |  |
| over | f |  |  |  |  |  |  |

conjunctions

3-term-DNF formulae over f0; 1gn

8.4 Hardness of Learning\*

We have just demonstrated that the computational hardness of implementing ERMH does not imply that such a class H is not learnable. How can we prove that a learning problem is computationally hard?

One approach is to rely on cryptographic assumptions. In some sense, cryp-tography is the opposite of learning. In learning we try to uncover some rule underlying the examples we see, whereas in cryptography, the goal is to make sure that nobody will be able to discover some secret, in spite of having access

|  |  |
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| 8.4 Hardness of Learning\* | 109 |
|  |  |

to some partial information about it. On that high level intuitive sense, results about the cryptographic security of some system translate into results about the unlearnability of some corresponding task. Regrettably, currently one has no way of proving that a cryptographic protocol is not breakable. Even the common assumption of P 6= NP does not su ce for that (although it can be shown to be necessary for most common cryptographic scenarios). The common approach for proving that cryptographic protocols are secure is to start with some cryp-tographic assumptions. The more these are used as a basis for cryptography, the stronger is our belief that they really hold (or, at least, that algorithms that will refute them are hard to come by).

We now brie y describe the basic idea of how to deduce hardness of learnabil-ity from cryptographic assumptions. Many cryptographic systems rely on the assumption that there exists a one way function. Roughly speaking, a one way function is a function f : f0; 1gn ! f0; 1gn (more formally, it is a sequence of functions, one for each dimension n) that is easy to compute but is hard to in-vert. More formally, f can be computed in time poly(n) but for any randomized polynomial time algorithm A, and for every polynomial p( ),

P[f(A(f(x))) = f(x)] < p(1n) ;

where the probability is taken over a random choice of x according to the uniform distribution over f0; 1gn and the randomness of A.

A one way function, f, is called trapdoor one way function if, for some poly-nomial function p, for every n there exists a bit-string sn (called a secret key) of length p(n), such that there is a polynomial time algorithm that, for every n and every x 2 f0; 1gn, on input (f(x); sn) outputs x. In other words, although f is hard to invert, once one has access to its secret key, inverting f becomes feasible. Such functions are parameterized by their secret key.

Now, let Fn be a family of trapdoor functions over f0; 1gn that can be calcu-lated by some polynomial time algorithm. That is, we x an algorithm that given a secret key (representing one function in Fn) and an input vector, it calculates the value of the function corresponding to the secret key on the input vector in polynomial time. Consider the task of learning the class of the corresponding inverses, HFn = ff 1 : f 2 Fn g. Since each function in this class can be inverted by some secret key sn of size polynomial in n, the class HFn can be parameter-ized by these keys and its size is at most 2p(n). Its sample complexity is therefore polynomial in n. We claim that there can be no e cient learner for this class. If there were such a learner, L, then by sampling uniformly at random a polynomial number of strings in f0; 1gn, and computing f over them, we could generate a labeled training sample of pairs (f(x); x), which should su ce for our learner to gure out an ( ; ) approximation of f 1 (w.r.t. the uniform distribution over the range of f), which would violate the one way property of f.

A more detailed treatment, as well as a concrete example, can be found in (Kearns & Vazirani 1994, Chapter 6). Using reductions, they also show that

1. The Runtime of Learning

the class of functions that can be calculated by small Boolean circuits is not e ciently learnable, even in the realizable case.

8.5 Summary

The runtime of learning algorithms is asymptotically analyzed as a function of di erent parameters of the learning problem, such as the size of the hypothe-sis class, our measure of accuracy, our measure of con dence, or the size of the domain set. We have demonstrated cases in which the ERM rule can be imple-mented e ciently. For example, we derived e cient algorithms for solving the ERM problem for the class of Boolean conjunctions and the class of axis aligned rectangles, under the realizability assumption. However, implementing ERM for these classes in the agnostic case is NP-hard. Recall that from the statistical perspective, there is no di erence between the realizable and agnostic cases (i.e., a class is learnable in both cases if and only if it has a nite VC-dimension). In contrast, as we saw, from the computational perspective the di erence is im-mense. We have also shown another example, the class of 3-term DNF, where implementing ERM is hard even in the realizable case, yet the class is e ciently learnable by another algorithm.

Hardness of implementing the ERM rule for several natural hypothesis classes has motivated the development of alternative learning methods, which we will discuss in the next part of this book.

8.6 Bibliographic Remarks

Valiant (1984) introduced the e cient PAC learning model in which the runtime of the algorithm is required to be polynomial in 1= , 1= , and the representation size of hypotheses in the class. A detailed discussion and thorough bibliographic notes are given in Kearns & Vazirani (1994).

8.7 Exercises

1. Let H be the class of intervals on the line (formally equivalent to axis aligned rectangles in dimension n = 1). Propose an implementation of the ERMH learning rule (in the agnostic case) that given a training set of size m, runs

in time O(m2).

Hint: Use dynamic programming.

1. Let H1; H2; : : : be a sequence of hypothesis classes for binary classi cation. Assume that there is a learning algorithm that implements the ERM rule in

the realizable case such that the output hypothesis of the algorithm for each class Hn only depends on O(n) examples out of the training set. Furthermore,

|  |  |
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assume that such a hypothesis can be calculated given these O(n) examples in time O(n), and that the empirical risk of each such hypothesis can be evaluated in time O(mn). For example, if Hn is the class of axis aligned rectangles in Rn, we saw that it is possible to nd an ERM hypothesis in the realizable case that is de ned by at most 2n examples. Prove that in such cases, it is possible to nd an ERM hypothesis for Hn in the unrealizable case in time O(mn mO(n)).

1. In this exercise, we present several classes for which nding an ERM classi-

er is computationally hard. First, we introduce the class of n-dimensional halfspaces, HSn, for a domain X = Rn. This is the class of all functions of the form hw;b(x) = sign(hw; xi + b) where w; x 2 Rn, hw; xi is their inner product, and b 2 R. See a detailed description in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117).

* 1. Show that ERMH over the class H = HSn of linear predictors is compu-tationally hard. More precisely, we consider the sequence of problems in which the dimension n grows linearly and the number of examples m is set to be some constant times n.

Hint: You can prove the hardness by a reduction from the following prob-

lem:

Max FS: Given a system of linear inequalities, Ax > b with A 2 Rm n and b 2

Rm (that is, a system of m linear inequalities in n variables, x = (x1; : : : ; xn)), nd a subsystem containing as many inequalities as possible that has a solution (such a subsystem is called feasible).

It has been shown (Sankaran 1993) that the problem Max FS is NP-hard. Show that any algorithm that nds an ERMHSn hypothesis for any training sample S 2 (Rn f+1; 1g)m can be used to solve the Max FS problem of size m; n. Hint: De ne a mapping that transforms linear inequalities in n

variables into labeled points in Rn, and a mapping that transforms vectors in Rn to halfspaces, such that a vector w satis es an inequality q if and only if the labeled point that corresponds to q is classi ed correctly by the halfspace corresponding to w. Conclude that the problem of empirical risk minimization for halfspaces in also NP-hard (that is, if it can be solved in time polynomial in the sample size, m, and the Euclidean dimension, n, then every problem in the class NP can be solved in polynomial time).

* 1. Let X = Rn and let Hkn be the class of all intersections of k-many linear halfspaces in Rn. In this exercise, we wish to show that ERMHnk is com-putationally hard for every k 3. Precisely, we consider a sequence of problems where k 3 is a constant and n grows linearly. The training set size, m, also grows linearly with n.

Towards this goal, consider the k-coloring problem for graphs, de ned as follows:

Given a graph G = (V; E), and a number k, determine whether there exists a

function f : V ! f1 : : : kg so that for every (u; v) 2 E, f(u) 6= f(v).

The k-coloring problem is known to be NP-hard for every k 3 (Karp

1972).

1. The Runtime of Learning

We wish to reduce the k-coloring problem to ERMHnk : that is, to prove that if there is an algorithm that solves the ERMHnk problem in time polynomial in k, n, and the sample size m, then there is a polynomial time algorithm for the graph k-coloring problem.

Given a graph G = (V; E), let fv1 : : : vng be the vertices in V . Construct

1. sample S(G) 2 (Rn f 1g)m, where m = jV j + jEj, as follows: For every vi 2 V , construct an instance ei with a negative label.

For every edge (vi; vj) 2 E, construct an instance (ei + ej)=2 with a positive label.

1. Prove that if there exists some h 2 Hkn that has zero error over S(G) then G is k-colorable.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | k | be an ERM classi er in Hkn | |  |  |  |  |  |
| Hint: Let h = | j=1 hj | over S. De ne a | | | | |
| setting f(v | | | ) to be the minimal j such that h | | (e | ) = |  | 1. |
| coloring of V by T |  | i |  | j | i |  |  |

Use the fact that halfspaces are convex sets to show that it cannot be true that two vertices that are connected by an edge have the same color.

* + 1. Prove that if G is k-colorable then there exists some h 2 Hkn that has zero error over S(G).

Hint: Given a coloring f of the vertices of G, we should come up with k

hyperplanes, h1 : : : hk whose intersection is a perfect classi er for S(G).

Let b = 0:6 for all of these hyperplanes and, for t k let the i'th weight of the t'th hyperplane, wt;i, be 1 if f(vi) = t and 0 otherwise.

* + 1. Based on the above, prove that for any k 3, the ERMHnk problem is NP-hard.

1. In this exercise we show that hardness of solving the ERM problem is equiv-alent to hardness of proper PAC learning. Recall that by \properness" of the algorithm we mean that it must output a hypothesis from the hypothesis class. To formalize this statement, we rst need the following de nition.

definition 8.2 The complexity class Randomized Polynomial (RP) time is the class of all decision problems (that is, problems in which on any instance one has to nd out whether the answer is YES or NO) for which there exists a probabilistic algorithm (namely, the algorithm is allowed to ip random coins while it is running) with these properties:

On any input instance the algorithm runs in polynomial time in the input size.

If the correct answer is NO, the algorithm must return NO.

If the correct answer is YES, the algorithm returns YES with probability a 1=2 and returns NO with probability 1 a.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page112)

Clearly the class RP contains the class P. It is also known that RP is contained in the class NP. It is not known whether any equality holds among these three complexity classes, but it is widely believed that NP is strictly

1. The constant 1/2 in the de nition can be replaced by any constant in (0; 1).
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| --- | --- |
| 8.7 Exercises | 113 |
|  |  |

larger than RP. In particular, it is believed that NP-hard problems cannot be solved by a randomized polynomial time algorithm.

Show that if a class H is properly PAC learnable by a polynomial time algorithm, then the ERMH problem is in the class RP. In particular, this implies that whenever the ERMH problem is NP-hard (for example, the class of intersections of halfspaces discussed in the previous exercise), then, unless NP = RP, there exists no polynomial time proper PAC

learning algorithm for H.

Hint: Assume you have an algorithm A that properly PAC learns a

class H in time polynomial in some class parameter n as well as in 1= and 1= . Your goal is to use that algorithm as a subroutine to contract an algorithm B for solving the ERMH problem in random polynomial time. Given a training set, S 2 (X f 1gm), and some h 2 H whose error on S is zero, apply the PAC learning algorithm to the uniform

distribution over S and run it so that with probability 0:3 it nds a function h 2 H that has error less than = 1=jSj (with respect to that uniform distribution). Show that the algorithm just described satis es the requirements for being a RP solver for ERMH.

Part II

From Theory to Algorithms

1. Linear Predictors

In this chapter we will study the family of linear predictors, one of the most useful families of hypothesis classes. Many learning algorithms that are being widely used in practice rely on linear predictors, rst and foremost because of the ability to learn them e ciently in many cases. In addition, linear predictors are intuitive, are easy to interpret, and t the data reasonably well in many natural learning problems.

We will introduce several hypothesis classes belonging to this family { halfspaces, linear regression predictors, and logistic regression predictors { and present rele-vant learning algorithms: linear programming and the Perceptron algorithm for the class of halfspaces and the Least Squares algorithm for linear regression. This chapter is focused on learning linear predictors using the ERM approach; however, in later chapters we will see alternative paradigms for learning these hypothesis classes.

First, we de ne the class of a ne functions as

Ld = fhw;b : w 2 Rd; b 2 Rg;

|  |  |  |
| --- | --- | --- |
| where |  | wixi! + b: |
| hw;b(x) = hw; xi + b = | d |
|  | Xi |  |
|  | =1 |  |

It will be convenient also to use the notation

Ld = fx 7!wh; xi + b : w 2 Rd; b 2 Rg;

which reads as follows: Ld is a set of functions, where each function is parame-terized by w 2 Rd and b 2 R, and each such function takes as input a vector x and returns as output the scalar hw; xi + b.

The di erent hypothesis classes of linear predictors are compositions of a func-tion : R ! Y on Ld. For example, in binary classi cation, we can choose to be the sign function, and for regression problems, where Y = R, is simply the identity function.

It may be more convenient to incorporate b, called the bias, into w as an extra coordinate and add an extra coordinate with a value of 1 to all x 2 X ; namely, let w0 = (b; w1; w2; : : : wd) 2 Rd+1 and let x0 = (1; x1; x2; : : : ; xd) 2

1. Linear Predictors Rd+1. Therefore,

hw;b(x) = hw; xi + b = hw0; x0i:

It follows that each a ne function in Rd can be rewritten as a homogenous linear function in Rd+1 applied over the transformation that appends the constant 1 to each input vector. Therefore, whenever it simpli es the presentation, we will omit the bias term and refer to Ld as the class of homogenous linear functions of the form hw(x) = hw; xi.

Throughout the book we often use the general term \linear functions" for both a ne functions and (homogenous) linear functions.

9.1 Halfspaces

The rst hypothesis class we consider is the class of halfspaces, designed for binary classi cation problems, namely, X = Rd and Y = f 1; +1g. The class of halfspaces is de ned as follows:

HSd = sign Ld = fx 7!sign(hw;b(x)) : hw;b 2 Ldg:

In other words, each halfspace hypothesis in HSd is parameterized by w 2 Rd and b 2 R and upon receiving a vector x the hypothesis returns the label sign(hw; xi + b).

To illustrate this hypothesis class geometrically, it is instructive to consider the case d = 2. Each hypothesis forms a hyperplane that is perpendicular to the vector w and intersects the vertical axis at the point (0; b=w2). The instances that are \above" the hyperplane, that is, share an acute angle with w, are labeled positively. Instances that are \below" the hyperplane, that is, share an obtuse angle with w, are labeled negatively.
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|  |  |
| --- | --- |
| w | + |
|  |  |
|  | + |
|  |  |

In Section [9.1.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page122) we will show that VCdim(HSd) = d + 1. It follows that we can learn halfspaces using the ERM paradigm, as long as the sample size is

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| for |  |  |  |  |
|  |  | d+log(1= ) | | . Therefore, we now discuss how to implement an ERM procedure |
|  |  |  |
|  |  |  |
|  | halfspaces. | | |  |

We introduce below two solutions to nding an ERM halfspace in the realiz-able case. In the context of halfspaces, the realizable case is often referred to as the \separable" case, since it is possible to separate with a hyperplane all the positive examples from all the negative examples. Implementing the ERM rule

|  |  |
| --- | --- |
| 9.1 Halfspaces | 119 |
|  |  |

in the nonseparable case (i.e., the agnostic case) is known to be computationally hard (Ben-David & Simon 2001). There are several approaches to learning non-separable data. The most popular one is to use surrogate loss functions, namely, to learn a halfspace that does not necessarily minimize the empirical risk with the 0 1 loss, but rather with respect to a di ferent loss function. For example, in Section [9.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page126) we will describe the logistic regression approach, which can be implemented e ciently even in the nonseparable case. We will study surrogate loss functions in more detail later on in Chapter [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156).

9.1.1 Linear Programming for the Class of Halfspaces

Linear programs (LP) are problems that can be expressed as maximizing a linear function subject to linear inequalities. That is,

max hu; wi

w2Rd

subject to Aw v

where w 2 Rd is the vector of variables we wish to determine, A is an m d matrix, and v 2 Rm; u 2 Rd are vectors. Linear programs can be solved e ciently,[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page119) and furthermore, there are publicly available implementations of LP solvers.

We will show that the ERM problem for halfspaces in the realizable case can be expressed as a linear program. For simplicity, we assume the homogenous case. Let S = f(xi; yi)gmi=1 be a training set of size m. Since we assume the realizable case, an ERM predictor should have zero errors on the training set. That is, we are looking for some vector w 2 Rd for which

sign(hw; xii) = yi; 8i = 1; : : : ; m:

Equivalently, we are looking for some vector w for which

yihw; xii > 0; 8i = 1; : : : ; m:

Let w be a vector that satis es this condition (it must exist since we assume

realizability). De ne = mini(yihw ; xii) and let w = w . Therefore, for all i

we have

yihw; xii = 1 yihw ; xii 1:

We have thus shown that there exists a vector that satis es

|  |  |
| --- | --- |
| yihw; xii 1;8i = 1; : : : ; m: | (9.1) |

And clearly, such a vector is an ERM predictor.

To nd a vector that satis es Equation ([9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page119)) we can rely on an LP solver as follows. Set A to be the m d matrix whose rows are the instances multiplied

1. Namely, in time polynomial in m, d, and in the representation size of real numbers.
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by yi. That is, Ai;j = yi xi;j, where xi;j is the j'th element of the vector xi. Let v be the vector (1; : : : ; 1) 2 Rm. Then, Equation ([9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page119)) can be rewritten as

Aw v:

The LP form requires a maximization objective, yet all the w that satisfy the constraints are equal candidates as output hypotheses. Thus, we set a \dummy" objective, u = (0; : : : ; 0) 2 Rd.

9.1.2 Perceptron for Halfspaces

A di erent implementation of the ERM rule is the Perceptron algorithm of Rosenblatt (Rosenblatt 1958). The Perceptron is an iterative algorithm that constructs a sequence of vectors w(1); w(2); : : :. Initially, w(1) is set to be the all-zeros vector. At iteration t, the Perceptron nds an example i that is mis-labeled by w(t), namely, an example for which sign(hw(t); xii) 6= yi. Then, the Perceptron updates w(t) by adding to it the instance xi scaled by the label yi. That is, w(t+1) = w(t) + yixi. Recall that our goal is to have yihw; xii > 0 for all i and note that

yihw(t+1); xii = yihw(t) + yixi; xii = yihw(t); xii + kxik2:

Hence, the update of the Perceptron guides the solution to be \more correct" on the i'th example.

Batch Perceptron

input: A training set (x1; y1); : : : ; (xm; ym)

initialize: w(1) = (0; : : : ; 0)

for t = 1; 2; : : :

if (9 i s.t. yihw(t); xii 0) then

w(t+1) = w(t) + yixi

else

output w(t)

The following theorem guarantees that in the realizable case, the algorithm stops with all sample points correctly classi ed.

theorem 9.1 Assume that (x1; y1); : : : ; (xm; ym) is separable, let B = minfkwk : 8i 2 [m]; yi hw; xi i 1g, and let R = maxi kxik. Then, the Perceptron al-gorithm stops after at most (RB)2 iterations, and when it stops it holds that 8i 2 [m]; yihw(t); xii > 0.

Proof By the de nition of the stopping condition, if the Perceptron stops it must have separated all the examples. We will show that if the Perceptron runs for T iterations, then we must have T (RB)2, which implies the Perceptron must stop after at most (RB)2 iterations.

Let w? be a vector that achieves the minimum in the de nition of B. That is,

|  |  |
| --- | --- |
| 9.1 Halfspaces | 121 |
|  |  |

yihw?; xii 1 for all i, and among all vectors that satisfy these constraints, w? is of minimal norm.

The idea of the proof is to show that after performing T iterations, the cosine

p

of the angle between w? and w(T +1) is at least RBT . That is, we will show that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| hw?; w(T +1)i |  | p |  |  |  |
| T | : | (9.2) |
| kw?k kw(T +1)k | RB | | |
|  |  |

By the Cauchy-Schwartz inequality, the left-hand side of Equation ([9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) is at most 1. Therefore, Equation ([9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) would imply that

p

1 RBT ) T (RB)2;

which will conclude our proof.

To show that Equation ([9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) holds, we rst show that hw?; w(T +1)i T . Indeed, at the rst iteration, w(1) = (0; : : : ; 0) and therefore hw?; w(1)i = 0, while on iteration t, if we update using example (xi; yi) we have that

hw?; w(t+1)i hw?; w(t)i = hw?; w(t+1) w(t)i

= hw?; yixii = yihw?; xii

1:

Therefore, after performing T iterations, we get:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| T |  | hw?; w(t+1)i hw?; w(t)i | T; | (9.3) |
| hw?; w(T +1)i = t=1 |
| X | |  |  |  |

as required.

Next, we upper bound kw(T +1)k. For each iteration t we have that

kw(t+1)k2 = kw(t) + yixik2

1. kw(t)k2 + 2yihw(t); xii + yi2kxik2

|  |  |
| --- | --- |
| kw(t)k2 + R2 | (9.4) |

where the last inequality is due to the fact that example i is necessarily such that yihw(t); xii 0, and the norm of xi is at most R. Now, since kw(1)k2 = 0, if we use Equation ([9.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) recursively for T iterations, we obtain that

p

kw(T +1)k2 TR2 ) kw(T +1)k T R: (9.5)

Combining Equation ([9.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) with Equation ([9.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)), and using the fact that kw?k = B, we obtain that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| hw(T +1); w?i |  |  | | |  | p |  |  |  |
|  | T | | | = | T | : |
|  |  |  |  |  |  |  |  |
| kw?k kw(T +1)k |  | B pT R | | | B R | | |
|  |  |

We have thus shown that Equation ([9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page121)) holds, and this concludes our proof.
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Remark 9.1 The Perceptron is simple to implement and is guaranteed to con-verge. However, the convergence rate depends on the parameter B, which in some situations might be exponentially large in d. In such cases, it would be better to implement the ERM problem by solving a linear program, as described in the previous section. Nevertheless, for many natural data sets, the size of B is not too large, and the Perceptron converges quite fast.

9.1.3 The VC Dimension of Halfspaces

To compute the VC dimension of halfspaces, we start with the homogenous case.

theorem 9.2 The VC dimension of the class of homogenous halfspaces in Rd is d.

Proof First, consider the set of vectors e1; : : : ; ed, where for every i the vector ei is the all zeros vector except 1 in the i'th coordinate. This set is shattered by the class of homogenous halfspaces. Indeed, for every labeling y1; : : : ; yd, set

1. = (y1; : : : ; yd), and then hw; eii = yi for all i.

Next, let x1; : : : ; xd+1 be a set of d + 1 vectors in Rd. Then, there must exist

Pd+1

real numbers a1; : : : ; ad+1, not all of them are zero, such that i=1 aixi = 0.

Let I = fi : ai > 0g and J = fj : aj < 0g. Either I or J is nonempty. Let us rst assume that both of them are nonempty. Then,

X X

aixi = jajjxj:

i2I j2J

Now, suppose that x1; : : : ; xd+1 are shattered by the class of homogenous classes. Then, there must exist a vector w such that hw; xii > 0 for all i 2 I while hw; xji < 0 for every j 2 J. It follows that

X

\*

+ \*

X X

+

X

0 <

aihxi; wi =

aixi; w

=

jajjxj; w

=

jajjhxj; wi < 0;

i2I

i2I

j2J

j2J

which leads to a contradiction. Finally, if J (respectively, I) is empty then the right-most (respectively, left-most) inequality should be replaced by an equality, which still leads to a contradiction. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

theorem 9.3 The VC dimension of the class of nonhomogenous halfspaces in Rd is d + 1.

Proof First, as in the proof of Theorem [9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page122), it is easy to verify that the set of vectors 0; e1; : : : ; ed is shattered by the class of nonhomogenous halfspaces. Second, suppose that the vectors x1; : : : ; xd+2 are shattered by the class of non-homogenous halfspaces. But, using the reduction we have shown in the beginning of this chapter, it follows that there are d + 2 vectors in Rd+1 that are shattered by the class of homogenous halfspaces. But this contradicts Theorem [9.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page122). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

|  |  |
| --- | --- |
| 9.2 Linear Regression | 123 |
|  |  |

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAIAA0DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD1/V7jWdRupdK0XfYbF/fapNBuVCRkLErcSNyMn7o5HJ4FvRdSvLuKSDUrCW0vrfCzYUmGTOcNG/RlOOn3h3A4yUUAf//Z)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | r | r | r | r r | r r r r |
|  | r r | |  |  |  |
|  |  |  |  |  |  |
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Figure 9.1 Linear regression for d = 1. For instance, the x-axis may denote the age of the baby, and the y-axis her weight.

9.2 Linear Regression

Linear regression is a common statistical tool for modeling the relationship be-tween some \explanatory" variables and some real valued outcome. Cast as a learning problem, the domain set X is a subset of Rd, for some d, and the la-bel set Y is the set of real numbers. We would like to learn a linear function h : Rd ! R that best approximates the relationship between our variables (say, for example, predicting the weight of a baby as a function of her age and weight at birth). Figure [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page123) shows an example of a linear regression predictor for d = 1.

The hypothesis class of linear regression predictors is simply the set of linear functions,

Hreg = Ld = fx 7!wh; xi + b : w 2 Rd; b 2 Rg:

Next we need to de ne a loss function for regression. While in classi cation the de nition of the loss is straightforward, as `(h; (x; y)) simply indicates whether h(x) correctly predicts y or not, in regression, if the baby's weight is 3 kg, both the predictions 3.00001 kg and 4 kg are \wrong," but we would clearly prefer the former over the latter. We therefore need to de ne how much we shall be \penalized" for the discrepancy between h(x) and y. One common way is to use the squared-loss function, namely,

`(h; (x; y)) = (h(x) y)2:

For this loss function, the empirical risk function is called the Mean Squared Error, namely,

m

LS(h) = m1 X(h(xi) yi)2:

i=1

1. Linear Predictors

In the next subsection, we will see how to implement the ERM rule for linear regression with respect to the squared loss. Of course, there are a variety of other loss functions that one can use, for example, the absolute value loss function, `(h; (x; y)) = jh(x) yj. The ERM rule for the absolute value loss function can be implemented using linear programming (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page128).)

Note that since linear regression is not a binary prediction task, we cannot an-alyze its sample complexity using the VC-dimension. One possible analysis of the sample complexity of linear regression is by relying on the \discretization trick" (see Remark [4.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page57) in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54)); namely, if we are happy with a representation of each element of the vector w and the bias b using a nite number of bits (say a 64 bits oating point representation), then the hypothesis class becomes nite and its size is at most 264(d+1). We can now rely on sample complexity bounds for nite hypothesis classes as described in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54). Note, however, that to apply the sample complexity bounds from Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) we also need that the loss function will be bounded. Later in the book we will describe more rigorous means to analyze the sample complexity of regression problems.

9.2.1 Least Squares

Least squares is the algorithm that solves the ERM problem for the hypoth-esis class of linear regression predictors with respect to the squared loss. The ERM problem with respect to this class, given a training set S, and using the homogenous version of Ld, is to nd

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| argmin L | (h | ) = argmin | 1 |  | m | ( w; x | y )2: |
|  |  |  |
| wS | w | w | m | | Xi | | iii |
| =1 | h |
|  |  |  |  |  |  |  |

To solve the problem we calculate the gradient of the objective function and compare it to zero. That is, we need to solve

m

2 X

(hw; xii yi)xi = 0:

m

i=1

We can rewrite the problem as the problem Aw = b where

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| A = | m | xi xi>! | and b = | m | yixi: | (9.6) |
|  | X |  |  | Xi |  |  |
|  | i=1 |  |  | =1 |  |  |

|  |  |
| --- | --- |
| 9.2 Linear Regression | 125 |
|  |  |

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Or, in matrix form: |  |  |  |  |  |  |  |  |  |
| A = | 0 | x...1 : : : x...m | | 1 0 | x...1 : : : x...m | | | 1> | ; |
|  | B | .. | .. | C B | .. |  | .. | C |  |
|  | B | . | . | C B | . |  | . | C |  |
|  | @ |  |  | A @ |  |  |  | A |  |
| b = 0 x...1 : : : | | | x...m | 1 | y..1 | 1 | : |  |  |
|  | B |  |  | 0 | . |  |  |  |
|  |  |  | C B |  | C |  |  |  |
|  | B |  |  | C @ |  | A |  |  |  |
|  | @ | ... | ... | A | ym |  |  |  |  |

If A is invertible then the solution to the ERM problem is

w = A 1 b:

(9.7)

(9.8)

The case in which A is not invertible requires a few standard tools from linear algebra, which are available in Appendix [C](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page430). It can be easily shown that if the training instances do not span the entire space of Rd then A is not invertible. Nevertheless, we can always nd a solution to the system Aw = b because b is in the range of A. Indeed, since A is symmetric we can write it using its eigenvalue decomposition as A = V DV >, where D is a diagonal matrix and V is an orthonormal matrix (that is, V >V is the identity d d matrix). De ne D+ to be the diagonal matrix such that Di;i+ = 0 if Di;i = 0 and otherwise Di;i+ = 1=Di;i. Now, de ne

A+ = V D+V > and w^ = A+b:

|  |  |
| --- | --- |
| Let vi denote the i'th column of V . Then, we have | X6 |
|  |
| Aw^ = AA+b = V DV >V D+V >b = V DD+V >b = | vivi>b: |
|  | i:Di;i=0 |

That is, Aw^ is the projection of b onto the span of those vectors vi for which Di;i 6= 0. Since the linear span of x1; : : : ; xm is the same as the linear span of those vi, and b is in the linear span of the xi, we obtain that Aw^ = b, which concludes our argument.

9.2.2 Linear Regression for Polynomial Regression Tasks

Some learning tasks call for nonlinear predictors, such as polynomial predictors. Take, for instance, a one dimensional polynomial function of degree n, that is,

p(x) = a0 + a1x + a2x2 + + anxn

where (a0; : : : ; an) is a vector of coe cients of size n + 1. In the following we depict a training set that is better tted using a 3rd degree polynomial predictor than using a linear predictor.

1. Linear Predictors
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We will focus here on the class of one dimensional, n-degree, polynomial re-gression predictors, namely,

Hpolyn = fx 7!p(x)g;

where p is a one dimensional polynomial of degree n, parameterized by a vector of coe cients (a0; : : : ; an). Note that X = R, since this is a one dimensional polynomial, and Y = R, as this is a regression problem.

One way to learn this class is by reduction to the problem of linear regression, which we have already shown how to solve. To translate a polynomial regression problem to a linear regression problem, we de ne the mapping : R ! Rn+1 such that (x) = (1; x; x2; : : : ; xn). Then we have that

p( (x)) = a0 + a1x + a2x2 + + anxn = ha; (x)i

and we can nd the optimal vector of coe cients a by using the Least Squares algorithm as shown earlier.

9.3 Logistic Regression

In logistic regression we learn a family of functions h from Rd to the interval [0; 1]. However, logistic regression is used for classi cation tasks: We can interpret h(x) as the probability that the label of x is 1. The hypothesis class associated with logistic regression is the composition of a sigmoid function sig : R ! [0; 1] over the class of linear functions Ld. In particular, the sigmoid function used in logistic regression is the logistic function, de ned as

|  |  |  |  |
| --- | --- | --- | --- |
| sig(z) = | 1 | : | (9.9) |
| 1 + exp( z) |

The name \sigmoid" means \S-shaped," referring to the plot of this function, shown in the gure:
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|  |  |
| --- | --- |
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|  |  |

The hypothesis class is therefore (where for simplicity we are using homogenous linear functions):

Hsig = sig Ld = fx 7! sig(hw; xi) : w 2 Rdg:

Note that when hw; xi is very large then sig(hw; xi) is close to 1, whereas if hw; xi is very small then sig(hw; xi) is close to 0. Recall that the prediction of the halfspace corresponding to a vector w is sign(hw; xi). Therefore, the predictions of the halfspace hypothesis and the logistic hypothesis are very similar whenever jhw; xij is large. However, when jhw; xij is close to 0 we have that sig(hw; xi)

12 . Intuitively, the logistic hypothesis is not sure about the value of the label so it guesses that the label is sign(hw; xi) with probability slightly larger than 50%. In contrast, the halfspace hypothesis always outputs a deterministic prediction of either 1 or 1, even if jhw; xij is very close to 0.

Next, we need to specify a loss function. That is, we should de ne how bad it is to predict some hw(x) 2 [0; 1] given that the true label is y 2 f 1g. Clearly, we would like that hw(x) would be large if y = 1 and that 1 hw(x) (i.e., the probability of predicting 1) would be large if y = 1. Note that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 |  | h |  | (x) = 1 |  |  | 1 | |  |  |  | = |  | exp( hw; xi) | | |  | = | 1 |  |  |  |  | : |  |
| w | 1 + exp( | |  | w; x | ) | |  | | | ) | 1 + exp( | w; x | | | ) |  |
|  |  |  | h |  | 1 + exp( | | h | w; x |  |  |  |
|  |  |  |  |  |  |  |  | i |  |  |  |  |  | i |  |  | h |  |  | i |  |  |  |
| Therefore, any reasonable loss function would increase monotonically with | | | | | | | | | | | | | | | | | | | | |  |  | 1 | | , |
| 1+exp(yhw;xi) | | | |

or equivalently, would increase monotonically with 1 + exp( yhw; xi). The lo-gistic loss function used in logistic regression penalizes hw based on the log of 1 + exp( yhw; xi) (recall that log is a monotonic function). That is,

`(hw; (x; y)) = log (1 + exp( yhw; xi)) :

Therefore, given a training set S = (x1; y1); : : : ; (xm; ym), the ERM problem associated with logistic regression is

m

argmin 1 X log (1 + exp( yihw; xii)) : (9.10)

w2Rd m i=1

The advantage of the logistic loss function is that it is a convex function with respect to w; hence the ERM problem can be solved e ciently using standard methods. We will study how to learn with convex functions, and in particular specify a simple algorithm for minimizing convex functions, in later chapters.

The ERM problem associated with logistic regression (Equation ([9.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page127))) is iden-tical to the problem of nding a Maximum Likelihood Estimator, a well-known statistical approach for nding the parameters that maximize the joint probabil-ity of a given data set assuming a speci c parametric probability function. We will study the Maximum Likelihood approach in Chapter [24](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page342).

1. Linear Predictors

9.4 Summary

The family of linear predictors is one of the most useful families of hypothesis classes, and many learning algorithms that are being widely used in practice rely on linear predictors. We have shown e cient algorithms for learning linear predictors with respect to the zero-one loss in the separable case and with respect to the squared and logistic losses in the unrealizable case. In later chapters we will present the properties of the loss function that enable e cient learning.

Naturally, linear predictors are e ective whenever we assume, as prior knowl-edge, that some linear predictor attains low risk with respect to the underlying distribution. In the next chapter we show how to construct nonlinear predictors by composing linear predictors on top of simple classes. This will enable us to employ linear predictors for a variety of prior knowledge assumptions.

9.5 Bibliographic Remarks

The Perceptron algorithm dates back to Rosenblatt (1958). The proof of its convergence rate is due to (Agmon 1954, Noviko 1962). Least Squares regression goes back to Gauss (1795), Legendre (1805), and Adrain (1808).

9.6 Exercises

1. Show how to cast the ERM problem of linear regression with respect to the

absolute value loss function, `(h; (x; y)) = jh(x) yj, as a linear program; namely, show how to write the problem

m

X

min jhw; xii yij

w

i=1

as a linear program.

Hint: Start with proving that for any c 2 R,

jcj = min a s.t. c a and c a:

a 0

1. Show that the matrix A de ned in Equation ([9.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page124)) is invertible if and only if x1; : : : ; xm span Rd.
2. Show that Theorem [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) is tight in the following sense: For any positive integer

m, there exist a vector w 2 Rd (for some appropriate d) and a sequence of examples f(x1; y1); : : : ; (xm; ym)g such that the following hold:

R = maxi kxik 1.

kw k2 = m, and for all i m, yihxi; w i 1. Note that, using the notation

in Theorem [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120), we therefore get

p

B = minfkwk : 8i 2 [m]; yihw; xii 1g m:

|  |  |
| --- | --- |
| 9.6 Exercises | 129 |
|  |  |

Thus, (BR)2 m.

When running the Perceptron on this sequence of examples it makes m

updates before converging.

Hint: Choose d = m and for every i choose xi = ei.

1. (\*) Given any number m, nd an example of a sequence of labeled examples ((x1; y1); : : : ; (xm; ym)) 2 (R3 f 1; +1g)m on which the upper bound of Theorem [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) equals m and the perceptron algorithm is bound to make m

mistakes.

Hint: Set each xi to be a third dimensional vector of the form (a; b; yi), where a2 + b2 = R2 1. Let w be the vector (0; 0; 1). Now, go over the proof of the Perceptron's upper bound (Theorem [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120)), see where we used inequalities

( ) rather than equalities (=), and gure out scenarios where the inequality actually holds with equality.

1. Suppose we modify the Perceptron algorithm as follows: In the update step, instead of performing w(t+1) = w(t) + yixi whenever we make a mistake, we perform w(t+1) = w(t) + yixi for some > 0. Prove that the modi ed Per-ceptron will perform the same number of iterations as the vanilla Perceptron and will converge to a vector that points to the same direction as the output of the vanilla Perceptron.
2. In this problem, we will get bounds on the VC-dimension of the class of (closed) balls in Rd, that is,

Bd = fBv;r

where

Bv;r(x) =

1. v 2 Rd; r > 0g;
2. if kx vk r :

0 otherwise

1. Consider the mapping : Rd ! Rd+1 de ned by (x) = (x; kxk2). Show

that if x1; : : : ; xm are shattered by Bd then (x1); : : : ; (xm) are shattered by the class of halfspaces in Rd+1 (in this question we assume that sign(0) = 1). What does this tell us about VCdim(Bd)?

1. (\*) Find a set of d + 1 points in Rd that is shattered by Bd. Conclude that

d + 1 VCdim(Bd) d + 2:

1. Boosting

Boosting is an algorithmic paradigm that grew out of a theoretical question and became a very practical machine learning tool. The boosting approach uses a generalization of linear predictors to address two major issues that have been raised earlier in the book. The rst is the bias-complexity tradeo . We have seen (in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60)) that the error of an ERM learner can be decomposed into a sum of approximation error and estimation error. The more expressive the hypothesis class the learner is searching over, the smaller the approximation error is, but the larger the estimation error becomes. A learner is thus faced with the problem of picking a good tradeo between these two considerations. The boosting paradigm allows the learner to have smooth control over this tradeo . The learning starts with a basic class (that might have a large approximation error), and as it progresses the class that the predictor may belong to grows richer.

The second issue that boosting addresses is the computational complexity of learning. As seen in Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100), for many interesting concept classes the task of nding an ERM hypothesis may be computationally infeasible. A boosting algorithm ampli es the accuracy of weak learners. Intuitively, one can think of a weak learner as an algorithm that uses a simple \rule of thumb" to output a hypothesis that comes from an easy-to-learn hypothesis class and performs just slightly better than a random guess. When a weak learner can be implemented e ciently, boosting provides a tool for aggregating such weak hypotheses to approximate gradually good predictors for larger, and harder to learn, classes.

In this chapter we will describe and analyze a practically useful boosting algo-rithm, AdaBoost (a shorthand for Adaptive Boosting). The AdaBoost algorithm outputs a hypothesis that is a linear combination of simple hypotheses. In other words, AdaBoost relies on the family of hypothesis classes obtained by composing a linear predictor on top of simple classes. We will show that AdaBoost enables us to control the tradeo between the approximation and estimation errors by varying a single parameter.

AdaBoost demonstrates a general theme, that will recur later in the book, of expanding the expressiveness of linear predictors by composing them on top of other functions. This will be elaborated in Section [10.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page137).

AdaBoost stemmed from the theoretical question of whether an e cient weak learner can be \boosted" into an e cient strong learner. This question was raised

|  |  |
| --- | --- |
| 10.1 Weak Learnability | 131 |
|  |  |

by Kearns and Valiant in 1988 and solved in 1990 by Robert Schapire, then a graduate student at MIT. However, the proposed mechanism was not very practical. In 1995, Robert Schapire and Yoav Freund proposed the AdaBoost algorithm, which was the rst truly practical implementation of boosting. This simple and elegant algorithm became hugely popular, and Freund and Schapire's work has been recognized by numerous awards.

Furthermore, boosting is a great example for the practical impact of learning theory. While boosting originated as a purely theoretical problem, it has led to popular and widely used algorithms. Indeed, as we shall demonstrate later in this chapter, AdaBoost has been successfully used for learning to detect faces in images.

10.1 Weak Learnability

Recall the de nition of PAC learning given in Chapter [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page43): A hypothesis class,

H, is PAC learnable if there exist mH : (0; 1)2 ! N and a learning algorithm

with the following property: For every ; 2 (0; 1), for every distribution D over X , and for every labeling function f : X ! f 1g, if the realizable assumption holds with respect to H; D; f, then when running the learning algorithm on m mH( ; ) i.i.d. examples generated by D and labeled by f, the algorithm returns a hypothesis h such that, with probability of at least 1 , L(D;f)(h) .

Furthermore, the fundamental theorem of learning theory (Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) in Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67)) characterizes the family of learnable classes and states that every PAC learnable class can be learned using any ERM algorithm. However, the de nition of PAC learning and the fundamental theorem of learning theory ignores the computational aspect of learning. Indeed, as we have shown in Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100), there are cases in which implementing the ERM rule is computationally hard (even in the realizable case).

However, perhaps we can trade computational hardness with the requirement for accuracy. Given a distribution D and a target labeling function f, maybe there exists an e ciently computable learning algorithm whose error is just slightly better than a random guess? This motivates the following de nition.

definition 10.1 ( -Weak-Learnability)

A learning algorithm, A, is a -weak-learner for a class H if there exists a func-tion mH : (0; 1) ! N such that for every 2 (0; 1), for every distribution D over X , and for every labeling function f : X ! f 1g, if the realizable assumption holds with respect to H; D; f, then when running the learning algorithm on m mH( ) i.i.d. examples generated by D and labeled by f, the algorithm returns a hypothesis h such that, with probability of at least 1 , L(D;f)(h) 1=2 .

A hypothesis class H is -weak-learnable if there exists a -weak-learner for that class.

1. Boosting

This de nition is almost identical to the de nition of PAC learning, which here we will call strong learning, with one crucial di erence: Strong learnability implies the ability to nd an arbitrarily good classi er (with error rate at most

for an arbitrarily small > 0). In weak learnability, however, we only need to

output a hypothesis whose error rate is at most 1=2 , namely, whose error rate is slightly better than what a random labeling would give us. The hope is that it may be easier to come up with e cient weak learners than with e cient (full) PAC learners.

The fundamental theorem of learning (Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)) states that if a hypothesis class H has a VC dimension d, then the sample complexity of PAC learning H

satis es mH( ; ) C1 d+log(1= ) , where C1 is a constant. Applying this with

= 1=2 we immediately obtain that if d = 1 then H is not -weak-learnable. This implies that from the statistical perspective (i.e., if we ignore computational

complexity), weak learnability is also characterized by the VC dimension of H and therefore is just as hard as PAC (strong) learning. However, when we do consider computational complexity, the potential advantage of weak learning is that maybe there is an algorithm that satis es the requirements of weak learning and can be implemented e ciently.

One possible approach is to take a \simple" hypothesis class, denoted B, and to apply ERM with respect to B as the weak learning algorithm. For this to work, we need that B will satisfy two requirements:

ERMB is e ciently implementable.

For every sample that is labeled by some hypothesis from H, any ERMB hypothesis will have an error of at most 1=2 .

Then, the immediate question is whether we can boost an e cient weak learner into an e cient strong learner. In the next section we will show that this is indeed possible, but before that, let us show an example in which e cient weak learnability of a class H is possible using a base hypothesis class B.

Example 10.1 (Weak Learning of 3-Piece Classi ers Using Decision Stumps) Let X = R and let H be the class of 3-piece classi ers, namely, H = fh 1; 2;b : 1; 2 2 R; 1 < 2; b 2 f 1gg, where for every x,

(

+b if x < 1 or x > 2

h 1; 2;b(x) =

b if 1 x 2

An example hypothesis (for b = 1) is illustrated as follows:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| + |  |  |  | + |
|  | 1 | | | 2 |

Let B be the class of Decision Stumps, that is, B = fx 7!sign(x ) b : 2 R; b 2 f 1gg. In the following we show that ERMB is a -weak learner for H, for = 1=12.

|  |  |
| --- | --- |
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To see that, we rst show that for every distribution that is consistent with H, there exists a decision stump with LD(h) 1=3. Indeed, just note that every classi er in H consists of three regions (two unbounded rays and a center interval) with alternate labels. For any pair of such regions, there exists a decision stump that agrees with the labeling of these two components. Note that for every distribution D over R and every partitioning of the line into three such regions, one of these regions must have D-weight of at most 1=3. Let h 2 H be a zero error hypothesis. A decision stump that disagrees with h only on such a region has an error of at most 1=3.

Finally, since the VC-dimension of decision stumps is 2, if the sample size is greater than (log(1= )= 2), then with probability of at least 1 , the ERMB rule returns a hypothesis with an error of at most 1=3 + . Setting = 1=12 we obtain that the error of ERMB is at most 1=3 + 1=12 = 1=2 1=12.

We see that ERMB is a -weak learner for H. We next show how to implement the ERM rule e ciently for decision stumps.

10.1.1 E cient Implementation of ERM for Decision Stumps

Let X = Rd and consider the base hypothesis class of decision stumps over Rd, namely,

HDS = fx 7!sign( xi) b : 2 R; i 2 [d]; b 2 f 1gg:

For simplicity, assume that b = 1; that is, we focus on all the hypotheses in HDS of the form sign( xi). Let S = ((x1; y1); : : : ; (xm; ym)) be a training set. We will show how to implement an ERM rule, namely, how to nd a decision stump that minimizes LS(h). Furthermore, since in the next section we will show that AdaBoost requires nding a hypothesis with a small risk relative to some distribution over S, we will show here how to minimize such risk functions. Concretely, let D be a probability vector in Rm (that is, all elements of D are

P

nonnegative and i Di = 1). The weak learner we describe later receives D and S and outputs a decision stump h : X ! Y that minimizes the risk w.r.t. D,

m

X

LD(h) = Di1[h(xi)6=yi]:

i=1

Note that if D = (1=m; : : : ; 1=m) then LD(h) = LS(h).

Recall that each decision stump is parameterized by an index j 2 [d] and a threshold . Therefore, minimizing LD(h) amounts to solving the problem

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| j | [d] |  |  | 0 | Di [xi;j> ] + | Xi | Di [xi;j ] | 1 | : |  |
| 2 |  | min | | @ | i:Xi | 1 | A |  | (10.1) |
| min | |  | 1 |  |  |  |
|  |  |  | 2R |  | y =1 | i:y = 1 | |  |  |  |

Fix j 2 [d] and let us sort the examples so that x1;j x2;j : : : xm;j. De ne

j = fxi;j+xi+1;j : i 2 [m 1]g [ f(x1;j 1); (xm;j + 1)g. Note that for any 2 R

2

there exists 0 2 j that yields the same predictions for the sample S as the

1. Boosting

threshold . Therefore, instead of minimizing over 2 R we can minimize over

2 j.

This already gives us an e cient procedure: Choose j 2 [d] and 2 j that minimize the objective value of Equation ([10.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page133)). For every j and 2 j we have to calculate a sum over m examples; therefore the runtime of this approach would be O(dm2). We next show a simple trick that enables us to minimize the objective in time O(dm).

The observation is as follows. Suppose we have calculated the objective for

2 (xi 1;j; xi;j). Let F ( ) be the value of the objective. Then, when we consider 0 2 (xi;j; xi+1;j) we have that

F ( 0) = F ( ) Di1[yi=1] + Di1[yi= 1] = F ( ) yiDi:

Therefore, we can calculate the objective at 0 in a constant time, given the objective at the previous threshold, . It follows that after a preprocessing step in which we sort the examples with respect to each coordinate, the minimization problem can be performed in time O(dm). This yields the following pseudocode.

ERM for Decision Stumps

input:

training set S = (x1; y1); : : : ; (xm; ym)

distribution vector D

goal: Find j?; ? that solve Equation ([10.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page133))

initialize: F ? = 1

for j = 1; : : : ; d

sort S using the j'th coordinate, and denote

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  | def |
| x1;j x2;jxm;j xm+1;j = xm;j + 1 | | | |
| if F | P | |  |
| F = | i:yi=1 Di | |  |
|  | < F ? | |  |
| F ? = F , ? = x1;j 1, j? = j | | | |
| for i = 1; : : : ; m | | |  |
| F = F yiDi | | |  |
| if | F < F ? and xi;j 6= xi+1;j | | |
| F ? = F , ? = | | 1 | (xi;j + xi+1;j), j? = j |
|  |
|  | 2 | |  |

output j?; ?

10.2 AdaBoost

AdaBoost (short for Adaptive Boosting) is an algorithm that has access to a weak learner and nds a hypothesis with a low empirical risk. The AdaBoost algorithm receives as input a training set of examples S = (x1; y1); : : : ; (xm; ym), where for each i, yi = f(xi) for some labeling function f. The boosting process proceeds in a sequence of consecutive rounds. At round t, the booster rst de nes

|  |  |
| --- | --- |
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a distribution over the examples in S, denoted D(t). That is, D(t) 2 Rm+ and

P

|  |  |  |
| --- | --- | --- |
| m | D(t) | = 1. Then, the booster passes the distribution D(t) and the sample S |
| i=1 | i |  |

to the weak learner. (That way, the weak learner can construct i.i.d. examples according to D(t) and f.) The weak learner is assumed to return a \weak" hypothesis, ht, whose error,

|  |  |  |  |
| --- | --- | --- | --- |
| def | def | m |  |
| (t) |  |
| t = LD(t) (ht) = | | Xi | 1[ht(xi)6=yi]; |
| Di |
|  |  | =1 |  |

is at most 12 (of course, there is a probability of at most that the weak learner

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| fails). Then, AdaBoost assigns a weight for ht as follows: wt = | 1 | log | |  | 1 | 1 . |
| 2 | t | |
| That is, the weight of ht is inversely proportional to the error of ht. | | | At the end | | | |
|  |  |  |  |

of the round, AdaBoost updates the distribution so that examples on which ht errs will get a higher probability mass while examples on which ht is correct will get a lower probability mass. Intuitively, this will force the weak learner to focus on the problematic examples in the next round. The output of the AdaBoost algorithm is a \strong" classi er that is based on a weighted sum of all the weak hypotheses. The pseudocode of AdaBoost is presented in the following.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  | AdaBoost | | | | | | | |  |  |  |
| input: | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| training set S = (x1; y1); : : : ; (xm; ym) | | | | | | | | | | | | | | | | | | |  |
| weak learner WL | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
| number of rounds T | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |
| initialize D(1) = ( | | | | | | 1 | ; : : : ; | | | |  | 1 |  | ). |  |  |  |  |  |
|  | m | | |  |  |  |  |  |
|  |  |  |  |  | m | | |  |  |  |  |  |  |  |  |  |
| for t = 1; : : : ; T : | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| invoke weak learner ht = WL(D(t); S) | | | | | | | | | | | | | | | | | | |  |
| compute t = | | |  | m | | | | D(t) 1 | | | | | |  |  |  |  |  |  |
| let wt = 2 log | | | Pt | |  | 1 | | | i |  |  | [yi6=ht(xi)] | | | | |  |  |  |
|  |  |  |  | i=1 | | | |  |  |  |  |  |  |
|  | (t+1) | | | |  |  |  | Di | | | exp( wtyiht(xi)) | | | | | | | |  |
| 1 | | | 1 | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | (t) | |  |  |  |  |  |  |  |  |  |
| update Di | | | = | |  |  |  |  |  |  |  | | |  |  |  |  |  | for all i = 1; : : : ; m |
|  | P | | m |  | D | (t) | | | exp( |  | t j | t | T |
|  |  |  |  |  |  | j=1 | | j | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | w y | h | (xj)) |  |

P

output the hypothesis hs(x) = sign t=1 wtht(x) .

The following theorem shows that the training error of the output hypothesis decreases exponentially fast with the number of boosting rounds.

theorem 10.2 Let S be a training set and assume that at each iteration of AdaBoost, the weak learner returns a hypothesis for which t 1=2 . Then, the training error of the output hypothesis of AdaBoost is at most

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | |  | m |  |
|  |  |  | Xi | exp( 2 2 T ) : |
| LS(hs) = m | | | 1[hs(xi)6=yi] |
|  |  |  | =1 |  |

P

Proof For each t, denote ft = p t wphp. Therefore, the output of AdaBoost

e yift(xi)
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is fT . In addition, denote

m

Zt = m1 X e yift(xi):

i=1

Note that for any hypothesis we have that 1[h(x)6=y] e yh(x). Therefore, LS(fT ) ZT , so it su ces to show that ZT e 2 2T . To upper bound ZT we rewrite it as

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ZT = | ZT | = |  | ZT |  |  | ZT 1 |  | Z2 | |  | Z1 | ; | (10.2) |
|  |  |  |  |  |  |  |  |
| Z0 |  | ZT 1 |  | ZT 2 | Z1 | | Z0 |

where we used the fact that Z0 = 1 because f0 0. Therefore, it su ces to show that for every round t,

|  |  |  |
| --- | --- | --- |
| Zt+1 | 2 |  |
|  | e 2 : | (10.3) |
| Zt |

To do so, we rst note that using a simple inductive argument, for all t and i,

Di(t+1) = Pm e yjft(xj) :

j=1

Hence,

Zt+1

Zt

Pm e yift+1(xi)

= i=1

m

P e yjft(xj)

j=1

Pm e yift(xi)e yiwt+1ht+1(xi)

= i=1

m

1. e yjft(xj)

j=1

m

1. X Di(t+1)e yiwt+1ht+1(xi) i=1

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| = e wt+1 | D(t+1) | + ewt+1 | X |  | D(t+1) |
|  | i tX |  | i |
|  | i |  |  |  |
|  | i:y h +1(xi)=1 |  | i:yiht+1(xi)= |  | 1 |

1. e wt+1 (1 t+1) + ewt+1 t+1

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 1 | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| = |  |  | (1 t+1) + p1= t+1 1 t+1 | | | | | | | | | | |
|  |  |  |  |  |  |
| p | |  |  |  |
| 1= t+1 1 | | |  |
| r | |  | |  | | |  |  | t+1 | s |  |  | |  |  | t+1 | |
|  |  |  |  |  |  |  | t+1 | | |  |
| 1 t+1 | | |  | |  |  |  |
| = |  |  | t+1 | | (1 | |  |  |  | ) + |  | 1 t+1 | |  |  |  |  |
|  |  |  |  |  |  |  | |  |  |

p

= 2 t+1(1 t+1):

By our assumption, t+1 12 . Since the function g(a) = a(1 a) is mono-tonically increasing in [0; 1=2], we obtain that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 2p t+1 | | (1 t+1) 2 | | s |  |  |  |  |  |  | = p1 4 2: | | |
| 2 | |  | 2 + | | |
|  |  |  |  | 1 | | |  | 1 | | |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 10.3 Linear Combinations of Base Hypotheses | | | | | | | | | | | 137 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2 2 |  |  |  |  | e a we have that | |  |  |  |  |  | e 4 2=2 = |
|  |  | a | 1 | |  | 4 2 |
| Finally, using the inequality 1 | | |  |  |  |  |
| e |  | . This shows that Equation ([10.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page136)) holds and thus | | | | | concludes our proof. | | | | | | |
|  |  | p | |  |  |  |  |

Each iteration of AdaBoost involves O(m) operations as well as a single call to the weak learner. Therefore, if the weak learner can be implemented e ciently (as happens in the case of ERM with respect to decision stumps) then the total training process will be e cient.

Remark 10.2 Theorem [10.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page135) assumes that at each iteration of AdaBoost, the weak learner returns a hypothesis with weighted sample error of at most 1=2 . According to the de nition of a weak learner, it can fail with probability . Using the union bound, the probability that the weak learner will not fail at all of the iterations is at least 1 T . As we show in Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page142), the dependence of the sample complexity on can always be logarithmic in 1= , and therefore invoking the weak learner with a very small is not problematic. We can therefore assume that T is also small. Furthermore, since the weak learner is only applied with distributions over the training set, in many cases we can implement the weak learner so that it will have a zero probability of failure (i.e., = 0). This is the case, for example, in the weak learner that nds the minimum value of LD(h) for decision stumps, as described in the previous section.

Theorem [10.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page135) tells us that the empirical risk of the hypothesis constructed by AdaBoost goes to zero as T grows. However, what we really care about is the true risk of the output hypothesis. To argue about the true risk, we note that the output of AdaBoost is in fact a composition of a halfspace over the predictions of the T weak hypotheses constructed by the weak learner. In the next section we show that if the weak hypotheses come from a base hypothesis class of low VC-dimension, then the estimation error of AdaBoost will be small; namely, the true risk of the output of AdaBoost would not be very far from its empirical risk.

10.3 Linear Combinations of Base Hypotheses

As mentioned previously, a popular approach for constructing a weak learner is to apply the ERM rule with respect to a base hypothesis class (e.g., ERM over decision stumps). We have also seen that boosting outputs a composition of a halfspace over the predictions of the weak hypotheses. Therefore, given a base hypothesis class B (e.g., decision stumps), the output of AdaBoost will be a member of the following class:

(

T

!

)

X

t

That is, each h 2 L(B; T ) is parameterized by T base hypotheses from B and by a vector w 2 RT . The prediction of such an h on an instance x is ob-tained by rst applying the T base hypotheses to construct the vector (x) =

1. Boosting

(h1(x); : : : ; hT (x)) 2 RT , and then applying the (homogenous) halfspace de ned by w on (x).

In this section we analyze the estimation error of L(B; T ) by bounding the VC-dimension of L(B; T ) in terms of the VC-dimension of B and T . We will show that, up to logarithmic factors, the VC-dimension of L(B; T ) is bounded by T times the VC-dimension of B. It follows that the estimation error of Ad-aBoost grows linearly with T . On the other hand, the empirical risk of AdaBoost decreases with T . In fact, as we demonstrate later, T can be used to decrease the approximation error of L(B; T ). Therefore, the parameter T of AdaBoost enables us to control the bias-complexity tradeo .

To demonstrate how the expressive power of L(B; T ) increases with T , consider the simple example, in which X = R and the base class is Decision Stumps,

HDS1 = fx 7!sign(x ) b : 2 R; b 2 f 1gg:

Note that in this one dimensional case, HDS1 is in fact equivalent to (nonho-mogenous) halfspaces on R.

Now, let H be the rather complex class (compared to halfspaces on the line) of piece-wise constant functions. Let gr be a piece-wise constant function with at most r pieces; that is, there exist thresholds 1 = 0 < 1 < 2 < < r = 1 such that

r

X

gr(x) = i1[x2( i 1; i]] 8i; i 2 f 1g:

i=1

Denote by Gr the class of all such piece-wise constant classi ers with at most r pieces.

In the following we show that GT L(HDS1; T ); namely, the class of halfspaces over T decision stumps yields all the piece-wise constant classi ers with at most

1. pieces.

Indeed, without loss of generality consider any g 2 GT with t = ( 1)t. This implies that if x is in the interval ( t 1; t], then g(x) = ( 1)t. For example:
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Now, the function

|  |  |  |  |
| --- | --- | --- | --- |
| h(x) = sign | =1 wt sign(x t 1)! | ; | (10.5) |
|  | T |  |  |

X

t

where w1 = 0:5 and for t > 1, wt = ( 1)t, is in L(HDS1; T ) and is equal to g (see Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page142)).

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | 10.3 Linear Combinations of Base Hypotheses | 139 |
|  |  | | |
|  | From this example we obtain that L(HDS1; T ) can shatter any set of T + 1 | | |
|  | instances in R; hence the VC-dimension of L(HDS1; T ) is at least T +1. Therefore, | | |
|  | T is a parameter that can control the bias-complexity tradeo : Enlarging T | | |
|  | yields a more expressive hypothesis class but on the other hand might increase | | |
|  | the estimation error. In the next subsection we formally upper bound the VC- | | |
|  | dimension of L(B; T ) for any base class B. | |  |
| 10.3.1 | The VC-Dimension of L(B; T ) | |  |
|  | The following lemma tells us that the VC-dimension of L(B; T ) is upper bounded | | |
|  | ~ | ~ |  |
|  | by O(VCdim(B) T ) (the O notation ignores constants and logarithmic factors). | | |
|  | lemma 10.3 | Let B be a base class and let L(B; T ) be as de ned in Equa- | |
|  | tion ([10.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page137)). Assume that both T and VCdim(B) are at least 3. Then, | |  |

VCdim(L(B; T )) T (VCdim(B) + 1) (3 log(T (VCdim(B) + 1)) + 2):

Proof Denote d = VCdim(B). Let C = fx1; : : : ; xmg be a set that is shat-tered by L(B; T ). Each labeling of C by h 2 L(B; T ) is obtained by rst choos-ing h1; : : : ; hT 2 B and then applying a halfspace hypothesis over the vector (h1(x); : : : ; hT (x)). By Sauer's lemma, there are at most (em=d)d di erent di-chotomies (i.e., labelings) induced by B over C. Therefore, we need to choose

1. hypotheses, out of at most (em=d)d di erent hypotheses. There are at most (em=d)dT ways to do it. Next, for each such choice, we apply a linear predictor, which yields at most (em=T )T dichotomies. Therefore, the overall number of dichotomies we can construct is upper bounded by

(em=d)dT (em=T )T m(d+1)T ;

where we used the assumption that both d and T are at least 3. Since we assume that C is shattered, we must have that the preceding is at least 2m, which yields

2m m(d+1)T :

Therefore,

(d + 1)T

m log(m) :

Lemma [A.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419) in Chapter [A](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419) tells us that a necessary condition for the above to hold is that

m 2 (d + 1)T log (d + 1)T (d + 1)T (3 log((d + 1)T ) + 2);

log(2) log(2)

which concludes our proof.

In Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page143) we show that for some base classes, B, it also holds that VCdim(L(B; T )) (VCdim(B) T ).

1. Boosting

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| A |  |  |  |  |  |  |  |  |  | B |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |

![](data:image/jpeg;base64,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)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCABaAC8DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDq/GHxL1nw/wCKb3S7S2sHgg2bWljcsdyKxzhgOpPasP8A4XJ4h/589L/79Sf/ABdZPxM/5KFqn/bL/wBFJXJV4lXEVVUklLqfqGX5Nl9TCUpzoptxTe/b1PQ/+FyeIf8Anz0v/v1J/wDF0f8AC5PEP/Pnpf8A36k/+Lrzyis/rVb+ZnZ/YeW/8+Y/j/meh/8AC5PEP/Pnpf8A36k/+LrqvAPj7VfFWuz2N9b2ccUds0wMCMGyGUd2PHzGvEq9D+Df/I33f/Xg/wD6MjrbD4irKrFOWh52b5RgaOBq1KdJKSWj17rzMn4mf8lC1T/tl/6KSuSrrfiZ/wAlC1T/ALZf+ikrkq56/wDFl6s9jLP9xo/4Y/kgooorI7gr0P4N/wDI33f/AF4P/wCjI688r0P4N/8AI33f/Xg//oyOt8L/ABo+p5Wef8i2t/h/VGT8TP8AkoWqf9sv/RSVyVdB8VNUgt/iTq0TrIWXyc4Ax/qUPrXG/wBtW39yX8h/jXrS4ezWq3Up0JOL1T01T+ZwYDPctpYSlTnWimopNa7pehpUVm/21bf3JfyH+NH9tW39yX8h/jS/1Zzj/oHl+H/yR1/6w5V/z/j+P+RpV6H8G/8Akb7v/rwf/wBGR15V/bVt/cl/If416V8EdQiu/Gd5HGrgjT3b5gP+ekfvVRyDM8PJVatCUYx1bdtPxPPzbO8ur4GrSpVouTWi1128jkPjD/yVTWf+2H/oiOuHruPjD/yVTWf+2H/oiOuHr9ryz/caP+GP5I/J5/EwoooruICvVfgD/wAj3ff9gyT/ANGxV5VXqvwB/wCR7vv+wZJ/6Nirys8/5Ftb/D+qNKXxowvjD/yVTWf+2H/oiOuHruPjD/yVTWf+2H/oiOuHrfLP9xo/4Y/khT+JhRRRXcQFeq/AH/ke77/sGSf+jYq8qr1X4A/8j3ff9gyT/wBGxV5Wef8AItrf4f1RpS+NGF8Yf+Sqaz/2w/8AREdcPX3FRXymF4t9hQhR9jflSXxdlbsbyoXd7nw7RX3FRW/+uf8A05/8m/4Avq/mfDteq/AH/ke77/sGSf8Ao2Kvo2iuXHcU/WsNOh7K3MrX5vTy8hxocrTuf//Z)![](data:image/jpeg;base64,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)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| C |  |  |  | D |
|  |  |

Figure 10.1 The four types of functions, g, used by the base hypotheses for face recognition. The value of g for type A or B is the di erence between the sum of the pixels within two rectangular regions. These regions have the same size and shape and are horizontally or vertically adjacent. For type C, the value of g is the sum within two outside rectangles subtracted from the sum in a center rectangle. For type D, we compute the di erence between diagonal pairs of rectangles.

10.4 AdaBoost for Face Recognition

We now turn to a base hypothesis that has been proposed by Viola and Jones for the task of face recognition. In this task, the instance space is images, represented as matrices of gray level values of pixels. To be concrete, let us take images of size 24 24 pixels, and therefore our instance space is the set of real valued matrices of size 24 24. The goal is to learn a classi er, h : X ! f 1g, that given an image as input, should output whether the image is of a human face or not.

Each hypothesis in the base class is of the form h(x) = f(g(x)), where f is a decision stump hypothesis and g : R24;24 ! R is a function that maps an image to a scalar. Each function g is parameterized by

An axis aligned rectangle R. Since each image is of size 24 24, there are at most 244 axis aligned rectangles.

A type, t 2 fA; B; C; Dg. Each type corresponds to a mask, as depicted in Figure [10.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page140).

To calculate g we stretch the mask t to t the rectangle R and then calculate the sum of the pixels (that is, sum of their gray level values) that lie within the red rectangles and subtract it from the sum of pixels in the blue rectangles.

Since the number of such functions g is at most 244 4, we can implement a weak learner for the base hypothesis class by rst calculating all the possible outputs of g on each image, and then apply the weak learner of decision stumps described in the previous subsection. It is possible to perform the rst step very

|  |  |
| --- | --- |
| 10.5 Summary | 141 |
|  |  |
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Figure 5: The first and second features selected by AdaBoost. The two features are shown in the top row Figure 10.2 The rst and second features selected by AdaBoost, as implemented by

and then overlayed on a typical training face in the bottom row. The first feature measures the difference in Viola intensityandJonesbetween.Thetheregiontwo offeaturesyesthe andareregionshownacrossinthetheuppertopcheeksrow. Theandfeathenurecapitalizesoverlaidon theon a

typicalobsetrainingvationthatfacetheeyeinregionthe bottomisofendarkerrowthan.Thetcheeksrst. featureThesecondmeasuresfaturecomparthes dithe intensitieserence in

in the eye regions to the intensity across the bridge of the nose.

intensity between the region of the eyes and a region across the upper cheeks. The feature capitalizes on the observation that the eye region is often darker than the

directly increases computation time.

cheeks. The second feature compares the intensities in the eye regions to the intensity across the bridge of the nose.

**4 The Attentional Cascade**

e cientlyThissectionby describesapreprocessinganalgorithmforstepconstructingwhichacasadeweofclassifierscalculatewhichtheachievesintegralincreased imagedetec- of

tion performance while radically reducing computation time. The key insight is that smaller, and therefore

each image in the training set. See Exercise [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page143) for details.

more efficient, boosted classifiers can be constructed which reject many of the negative sub-windows while

In Figure [10.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page141) we depict the rst two features selected by AdaBoost when

detecting almost all positive instances. Simpler classifiers are used to reject the majority of sub-windows

running it with the base features proposed by Viola and Jones.

before more complex classifiers are called upon to achieve low false positive rates.

Stages in the cascade are constructed by training classifiers using AdaBoost. Starting with a two-feature strong classifier, an effective face filter can be obtained by adjusting the strong classifier threshold to min-
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performance measured using a validation training set, the two-feature classifier can be adjusted to detect

Boosting is a method for amplifying the accuracy of weak learners. In this chapter

100% of the faces with a false positive rate of 40%. See Figure 5 for a description of the two features used

we described the AdaBoost algorithm. We have shown that after T iterations of

in this classifier.

AdaBoost, it returns a hypothesis from the class L(B; T ), obtained by composing

The detection performance of the two-feature classifier is far from acceptable as an object detection

a linear classi er on T hypotheses from a base class B. We have demonstrated

system. Nevertheless the classifier can significantly reduce the number sub-windows th t need further pro-

how thecessingparameterwithveryfewToperations:controls the tradeo between approximation and estimation

errors. In the next chapter we will study how to tune parameters such as T , based

1. Evaluate the rectangle features (requires between 6 and 9 array references per feature).

on the data.

2. Compute the weak classifier for each feature (requires one threshold operation per feature).
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10.6 Bibliographic Remarks

As mentioned before, boosting stemmed from the theoretical question of whether an e cient weak learner can be \boosted" into an e cient strong learner (Kearns

1. Valiant 1988) and solved by Schapire (1990). The AdaBoost algorithm has been proposed in Freund & Schapire (1995).

Boosting can be viewed from many perspectives. In the purely theoretical context, AdaBoost can be interpreted as a negative result: If strong learning of a hypothesis class is computationally hard, so is weak learning of this class. This negative result can be useful for showing hardness of agnostic PAC learning of a class B based on hardness of PAC learning of some other class H, as long as

1. Boosting

H is weakly learnable using B. For example, Klivans & Sherstov (2006) have shown that PAC learning of the class of intersection of halfspaces is hard (even in the realizable case). This hardness result can be used to show that agnostic PAC learning of a single halfspace is also computationally hard (Shalev-Shwartz, Shamir & Sridharan 2010). The idea is to show that an agnostic PAC learner for a single halfspace can yield a weak learner for the class of intersection of halfspaces, and since such a weak learner can be boosted, we will obtain a strong learner for the class of intersection of halfspaces.

AdaBoost also shows an equivalence between the existence of a weak learner and separability of the data using a linear classi er over the predictions of base hypotheses. This result is closely related to von Neumann's minimax theorem (von Neumann 1928), a fundamental result in game theory.

AdaBoost is also related to the concept of margin, which we will study later on in Chapter [15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202). It can also be viewed as a forward greedy selection algorithm, a topic that will be presented in Chapter [25](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page357). A recent book by Schapire & Freund (2012) covers boosting from all points of view, and gives easy access to the wealth of research that this eld has produced.

10.7 Exercises

1. Boosting the Con dence: Let A be an algorithm that guarantees the fol-

lowing: There exist some constant 0 2 (0; 1) and a function mH : (0; 1) ! N such that for every 2 (0; 1), if m mH( ) then for every distribution D it holds that with probability of at least 1 0, LD(A(S)) minh2H LD(h) + .

Suggest a procedure that relies on A and learns H in the usual agnostic PAC learning model and has a sample complexity of

|  |  |  |  |
| --- | --- | --- | --- |
| mH( ; ) k mH( ) + 2 | | 2 | ; |
|  |  | log(4k= ) |  |
|  |  |  |  |

where

k = dlog( )= log( 0)e:

Hint: Divide the data into k + 1 chunks, where each of the rst k chunks is of size mH( ) examples. Train the rst k chunks using A. Argue that the probability that for all of these chunks we have LD(A(S)) > minh2H LD(h)+ is at most 0k =2. Finally, use the last chunk to choose from the k hypotheses that A generated from the k chunks (by relying on Corollary [4.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page57)).

1. Prove that the function h given in Equation ([10.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page138)) equals the piece-wise con-stant function de ned according to the same thresholds as h.
2. We have informally argued that the AdaBoost algorithm uses the weighting mechanism to \force" the weak learner to focus on the problematic examples in the next iteration. In this question we will nd some rigorous justi cation for this argument.

|  |  |
| --- | --- |
| 10.7 Exercises | 143 |
|  |  |

Show that the error of ht w.r.t. the distribution D(t+1) is exactly 1=2. That is, show that for every t 2 [T ]

m

* + - 1. Di(t+1) 1[yi6=ht(xi)] = 1=2:

i=1

1. In this exercise we discuss the VC-dimension of classes of the form L(B; T ). We proved an upper bound of O(dT log(dT )), where d = VCdim(B). Here we wish to prove an almost matching lower bound. However, that will not be the case for all classes B.
   1. Note that for every class B and every number T 1, VCdim(B) VCdim(L(B; T )). Find a class B for which VCdim(B) = VCdim(L(B; T ))

for every T 1.

Hint: Take X to be a nite set.

* 1. Let Bd be the class of decision stumps over Rd. Prove that log(d) VCdim(Bd) 5 + 2 log(d).

Hints:

For the upper bound, rely on Exercise [11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page80).

For the lower bound, assume d = 2k. Let A be a k d matrix whose columns are all the d binary vectors in f 1gk. The rows of A form a set of k vectors in Rd. Show that this set is shattered by decision stumps over Rd.

* 1. Let T 1 be any integer. Prove that VCdim(L(Bd; T )) 0:5 T log(d).

Hint: Construct a set of T2 k instances by taking the rows of the matrix A

from the previous question, and the rows of the matrices 2A; 3A; 4A; : : : ; T2 A. Show that the resulting set is shattered by L(Bd; T ).

1. E ciently Calculating the Viola and Jones Features Using an Inte-gral Image: Let A be a 24 24 matrix representing an image. The integral

P

image of A, denoted by I(A), is the matrix B such that Bi;j = i0 i;j0 j Ai;j.

Show that I(A) can be calculated from A in time linear in the size of A. Show how every Viola and Jones feature can be calculated from I(A) in a

constant amount of time (that is, the runtime does not depend on the size of the rectangle de ning the feature).

1. Model Selection and Validation

In the previous chapter we have described the AdaBoost algorithm and have shown how the parameter T of AdaBoost controls the bias-complexity trade-o . But, how do we set T in practice? More generally, when approaching some practical problem, we usually can think of several algorithms that may yield a good solution, each of which might have several parameters. How can we choose the best algorithm for the particular problem at hand? And how do we set the algorithm's parameters? This task is often called model selection.

To illustrate the model selection task, consider the problem of learning a one dimensional regression function, h : R ! R. Suppose that we obtain a training set as depicted in the gure.
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We can consider tting a polynomial to the data, as described in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117). However, we might be uncertain regarding which degree d would give the best results for our data set: A small degree may not t the data well (i.e., it will have a large approximation error), whereas a high degree may lead to over tting (i.e., it will have a large estimation error). In the following we depict the result of tting a polynomial of degrees 2, 3, and 10. It is easy to see that the empirical risk decreases as we enlarge the degree. However, looking at the graphs, our intuition tells us that setting the degree to 3 may be better than setting it to 10. It follows that the empirical risk alone is not enough for model selection.
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|  |  |
| --- | --- |
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In this chapter we will present two approaches for model selection. The rst approach is based on the Structural Risk Minimization (SRM) paradigm we have described and analyzed in Chapter [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page85). SRM is particularly useful when a learning algorithm depends on a parameter that controls the bias-complexity tradeo (such as the degree of the tted polynomial in the preceding example or the parameter T in AdaBoost). The second approach relies on the concept of validation. The basic idea is to partition the training set into two sets. One is used for training each of the candidate models, and the second is used for deciding which of them yields the best results.

In model selection tasks, we try to nd the right balance between approxi-mation and estimation errors. More generally, if our learning algorithm fails to nd a predictor with a small risk, it is important to understand whether we su er from over tting or under tting. In Section [11.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page151) we discuss how this can be achieved.

11.1 Model Selection Using SRM

The SRM paradigm has been described and analyzed in Section [7.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page85). Here we show how SRM can be used for tuning the tradeo between bias and complexity without deciding on a speci c hypothesis class in advance. Consider a countable sequence of hypothesis classes H1; H2; H3; : : :. For example, in the problem of polynomial regression mentioned, we can take Hd to be the set of polynomials of degree at most d. Another example is taking Hd to be the class L(B; d) used by AdaBoost, as described in the previous chapter.

We assume that for every d, the class Hd enjoys the uniform convergence property (see De nition [4.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page55) in Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54)) with a sample complexity function of the form

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| UC | ( ; ) | g(d) log(1= ) |  |  |
| mHd | 2 | ; | (11.1) |

where g : N ! R is some monotonically increasing function. For example, in the case of binary classi cation problems, we can take g(d) to be the VC-dimension of the class Hd multiplied by a universal constant (the one appearing in the fundamental theorem of learning; see Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)). For the classes L(B; d) used by AdaBoost, the function g will simply grow with d.

Recall that the SRM rule follows a \bound minimization" approach, where in our case the bound is as follows: With probability of at least 1 , for every

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| d 2 N and h 2 Hd, | r |  |  |  |  |  |  |  |
| LD(h) LS(h) + |  |  |  |  |  |  | (11.2) |
| g(d)(log(1= ) + 2 | | m | : | | |
|  |  |  |  | log(d) + log( 2 | =6)) |  |  |  |

This bound, which follows directly from Theorem [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page86), shows that for every d and every h 2 Hd, the true risk is bounded by two terms { the empirical risk, LS(h),
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and a complexity term that depends on d. The SRM rule will search for d and h 2 Hd that minimize the right-hand side of Equation ([11.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page145)).

Getting back to the example of polynomial regression described earlier, even though the empirical risk of the 10th degree polynomial is smaller than that of the 3rd degree polynomial, we would still prefer the 3rd degree polynomial since its complexity (as re ected by the value of the function g(d)) is much smaller.

While the SRM approach can be useful in some situations, in many practical cases the upper bound given in Equation ([11.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page145)) is pessimistic. In the next section we present a more practical approach.

11.2 Validation

We would often like to get a better estimation of the true risk of the output pre-dictor of a learning algorithm. So far we have derived bounds on the estimation error of a hypothesis class, which tell us that for all hypotheses in the class, the true risk is not very far from the empirical risk. However, these bounds might be loose and pessimistic, as they hold for all hypotheses and all possible data dis-tributions. A more accurate estimation of the true risk can be obtained by using some of the training data as a validation set, over which one can evalutate the success of the algorithm's output predictor. This procedure is called validation.

Naturally, a better estimation of the true risk is useful for model selection, as we will describe in Section [11.2.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page147).

11.2.1 Hold Out Set

The simplest way to estimate the true error of a predictor h is by sampling an ad-ditional set of examples, independent of the training set, and using the empirical error on this validation set as our estimator. Formally, let V = (x1; y1); : : : ; (xmv ; ymv ) be a set of fresh mv examples that are sampled according to D (independently of the m examples of the training set S). Using Hoe ding's inequality ( Lemma [4.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page56)) we have the following:

theorem 11.1 Let h be some predictor and assume that the loss function is in [0; 1]. Then, for every 2 (0; 1), with probability of at least 1 over the choice of a validation set V of size mv we have

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| jLV (h) LD(h)j | s |  |  |  | : |
|  | 2 mv | |
|  |  |  | log(2= ) | |  |
|  |  |  |  |  |  |

The bound in Theorem [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page146) does not depend on the algorithm or the training set used to construct h and is tighter than the usual bounds that we have seen so far. The reason for the tightness of this bound is that it is in terms of an estimate on a fresh validation set that is independent of the way h was generated. To illustrate this point, suppose that h was obtained by applying an ERM predictor

|  |  |
| --- | --- |
| 11.2 Validation | 147 |
|  |  |

with respect to a hypothesis class of VC-dimension d, over a training set of m examples. Then, from the fundamental theorem of learning (Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)) we obtain the bound

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| LD(h) LS(h) + r |  |  |  |  | ; |
| C d + | | m | |
|  |  |  | log(1= ) | | |
|  |  |  |  |  |  |

where C is the constant appearing in Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72). In contrast, from Theo-rem [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page146) we obtain the bound

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| LD(h) LV (h) + | s |  |  |  | : |
|  | 2mv | |
|  |  |  | log(2= ) | |  |
|  |  |  |  |  |  |

Therefore, taking mv to be order of m, we obtain an estimate that is more accurate by a factor that depends on the VC-dimension. On the other hand, the price we pay for using such an estimate is that it requires an additional sample on top of the sample used for training the learner.

Sampling a training set and then sampling an independent validation set is equivalent to randomly partitioning our random set of examples into two parts, using one part for training and the other one for validation. For this reason, the validation set is often referred to as a hold out set.

11.2.2 Validation for Model Selection

Validation can be naturally used for model selection as follows. We rst train di erent algorithms (or the same algorithm with di erent parameters) on the given training set. Let H = fh1; : : : ; hrg be the set of all output predictors of the di erent algorithms. For example, in the case of training polynomial regressors, we would have each hr be the output of polynomial regression of degree r. Now, to choose a single predictor from H we sample a fresh validation set and choose the predictor that minimizes the error over the validation set. In other words, we apply ERMH over the validation set.

This process is very similar to learning a nite hypothesis class. The only di erence is that H is not xed ahead of time but rather depends on the train-ing set. However, since the validation set is independent of the training set we get that it is also independent of H and therefore the same technique we used to derive bounds for nite hypothesis classes holds here as well. In particular, combining Theorem [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page146) with the union bound we obtain:

theorem 11.2 Let H = fh1; : : : ; hrg be an arbitrary set of predictors and assume that the loss function is in [0; 1]. Assume that a validation set V of size mv is sampled independent of H. Then, with probability of at least 1 over the choice of V we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8 |  | 2 H |  | j | D |  | V |  | j s |  |  |  |
|  |  |  | 2 mv | | |
|  | h |  | ; |  | L (h) | L |  | (h) |  | log(2jHj= ) | : | |
|  |  |  |  |  |  |
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This theorem tells us that the error on the validation set approximates the true error as long as H is not too large. However, if we try too many methods (resulting in jHj that is large relative to the size of the validation set) then we're in danger of over tting.

To illustrate how validation is useful for model selection, consider again the example of tting a one dimensional polynomial as described in the beginning of this chapter. In the following we depict the same training set, with ERM polynomials of degree 2, 3, and 10, but this time we also depict an additional validation set (marked as red, un lled circles). The polynomial of degree 10 has minimal training error, yet the polynomial of degree 3 has the minimal validation error, and hence it will be chosen as the best model.
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11.2.3 The Model-Selection Curve

The model selection curve shows the training error and validation error as a func-tion of the complexity of the model considered. For example, for the polynomial tting problem mentioned previously, the curve will look like:

|  |  |
| --- | --- |
| 11.2 Validation | 149 |
|  |  |
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As can be shown, the training error is monotonically decreasing as we increase the polynomial degree (which is the complexity of the model in our case). On the other hand, the validation error rst decreases but then starts to increase, which indicates that we are starting to su er from over tting.

Plotting such curves can help us understand whether we are searching the correct regime of our parameter space. Often, there may be more than a single parameter to tune, and the possible number of values each parameter can take might be quite large. For example, in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171) we describe the concept of regularization, in which the parameter of the learning algorithm is a real number. In such cases, we start with a rough grid of values for the parameter(s) and plot the corresponding model-selection curve. On the basis of the curve we will zoom in to the correct regime and employ a ner grid to search over. It is important to verify that we are in the relevant regime. For example, in the polynomial tting problem described, if we start searching degrees from the set of values f1; 10; 20g and do not employ a ner grid based on the resulting curve, we will end up with a rather poor model.

11.2.4 k-Fold Cross Validation

The validation procedure described so far assumes that data is plentiful and that we have the ability to sample a fresh validation set. But in some applications, data is scarce and we do not want to \waste" data on validation. The k-fold cross validation technique is designed to give an accurate estimate of the true error without wasting too much data.

In k-fold cross validation the original training set is partitioned into k subsets (folds) of size m=k (for simplicity, assume that m=k is an integer). For each fold, the algorithm is trained on the union of the other folds and then the error of its output is estimated using the fold. Finally, the average of all these errors is the
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estimate of the true error. The special case k = m, where m is the number of examples, is called leave-one-out (LOO).

k-Fold cross validation is often used for model selection (or parameter tuning), and once the best parameter is chosen, the algorithm is retrained using this parameter on the entire training set. A pseudocode of k-fold cross validation for model selection is given in the following. The procedure receives as input a training set, S, a set of possible parameter values, , an integer, k, representing the number of folds, and a learning algorithm, A, which receives as input a

training set as well as a parameter 2 . It outputs the best parameter as well as the hypothesis trained by this parameter on the entire training set.

k-Fold Cross Validation for Model Selection

input:

training set S = (x1; y1); : : : ; (xm; ym)

set of parameter values

learning algorithm A

integer k

partition S into S1; S2; : : : ; Sk

foreach 2

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| for i = 1 : : : k | | | | |  |  |  |  |  |
| hi; = A(S nk Si; ) | | | | | | |  |  |  |
| error( ) = |  | 1 | |  | L |  | (h |  | ) |
| k Pi=1 | | | Si | i; |
| output |  |  |  |  |
| ? = argmin |  | | [error( )] | | | |  |  |  |
|  |  |  |  |  |  |  |  |

h ? = A(S; ?)

The cross validation method often works very well in practice. However, it might sometime fail, as the arti cial example given in Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page154) shows. Rig-orously understanding the exact behavior of cross validation is still an open problem. Rogers and Wagner (Rogers & Wagner 1978) have shown that for k local rules (e.g., k Nearest Neighbor; see Chapter [19](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page258)) the cross validation proce-dure gives a very good estimate of the true error. Other papers show that cross validation works for stable algorithms (we will study stability and its relation to learnability in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171)).

11.2.5 Train-Validation-Test Split

In most practical applications, we split the available examples into three sets. The rst set is used for training our algorithm and the second is used as a validation set for model selection. After we select the best model, we test the performance of the output predictor on the third set, which is often called the \test set." The number obtained is used as an estimator of the true error of the learned predictor.

|  |  |
| --- | --- |
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11.3 What to Do If Learning Fails

Consider the following scenario: You were given a learning task and have ap-proached it with a choice of a hypothesis class, a learning algorithm, and param-eters. You used a validation set to tune the parameters and tested the learned predictor on a test set. The test results, unfortunately, turn out to be unsatis-factory. What went wrong then, and what should you do next?

There are many elements that can be \ xed." The main approaches are listed in the following:

Get a larger sample

Change the hypothesis class by: { Enlarging it

{ Reducing it

{ Completely changing it

{ Changing the parameters you consider

Change the feature representation of the data

Change the optimization algorithm used to apply your learning rule

In order to nd the best remedy, it is essential rst to understand the cause of the bad performance. Recall that in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60) we decomposed the true er-ror of the learned predictor into approximation error and estimation error. The approximation error is de ned to be LD(h?) for some h? 2 argminh2H LD(h), while the estimation error is de ned to be LD(hS) LD(h?), where hS is the learned predictor (which is based on the training set S).

The approximation error of the class does not depend on the sample size or on the algorithm being used. It only depends on the distribution D and on the hypothesis class H. Therefore, if the approximation error is large, it will not help us to enlarge the training set size, and it also does not make sense to reduce the hypothesis class. What can be bene cial in this case is to enlarge the hypothesis class or completely change it (if we have some alternative prior knowledge in the form of a di erent hypothesis class). We can also consider applying the same hypothesis class but on a di erent feature representation of the data (see Chapter [25](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page357)).

The estimation error of the class does depend on the sample size. Therefore, if we have a large estimation error we can make an e ort to obtain more training examples. We can also consider reducing the hypothesis class. However, it doesn't make sense to enlarge the hypothesis class in that case.

Error Decomposition Using Validation

We see that understanding whether our problem is due to approximation error or estimation error is very useful for nding the best remedy. In the previous section we saw how to estimate LD(hS) using the empirical risk on a validation set. However, it is more di cult to estimate the approximation error of the class.

1. Model Selection and Validation

Instead, we give a di erent error decomposition, one that can be estimated from the train and validation sets.

LD(hS) = (LD(hS) LV (hS)) + (LV (hS) LS(hS)) + LS(hS):

The rst term, (LD(hS) LV (hS)), can be bounded quite tightly using Theo-rem [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page146). Intuitively, when the second term, (LV (hS) LS(hS)), is large we say that our algorithm su ers from \over tting" while when the empirical risk term, LS(hS), is large we say that our algorithm su ers from \under tting." Note that these two terms are not necessarily good estimates of the estimation and ap-

proximation errors. To illustrate this, consider the case in which H is a class of VC-dimension d, and D is a distribution such that the approximation error of H with respect to D is 1=4. As long as the size of our training set is smaller than d we will have LS(hS) = 0 for every ERM hypothesis. Therefore, the training risk, LS(hS), and the approximation error, LD(h?), can be signi cantly di erent. Nevertheless, as we show later, the values of LS(hS) and (LV (hS) LS(hS)) still provide us useful information.

Consider rst the case in which LS(hS) is large. We can write

LS(hS) = (LS(hS) LS(h?)) + (LS(h?) LD(h?)) + LD(h?):

When hS is an ERMH hypothesis we have that LS(hS) LS(h?) 0. In addition, since h? does not depend on S, the term (LS(h?) LD(h?)) can be bounded quite tightly (as in Theorem [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page146)). The last term is the approximation error. It follows that if LS(hS) is large then so is the approximation error, and the remedy to the failure of our algorithm should be tailored accordingly (as discussed previously).

Remark 11.1 It is possible that the approximation error of our class is small, yet the value of LS(hS) is large. For example, maybe we had a bug in our ERM implementation, and the algorithm returns a hypothesis hS that is not an ERM. It may also be the case that nding an ERM hypothesis is computationally hard, and our algorithm applies some heuristic trying to nd an approximate ERM. In some cases, it is hard to know how good hS is relative to an ERM hypothesis. But, sometimes it is possible at least to know whether there are better hypotheses. For example, in the next chapter we will study convex learning problems in which there are optimality conditions that can be checked to verify whether our optimization algorithm converged to an ERM solution. In other cases, the solution may depend on randomness in initializing the algorithm, so we can try di erent randomly selected initial points to see whether better solutions pop out.

Next consider the case in which LS(hS) is small. As we argued before, this does not necessarily imply that the approximation error is small. Indeed, consider two scenarios, in both of which we are trying to learn a hypothesis class of VC-dimension d using the ERM learning rule. In the rst scenario, we have a training set of m < d examples and the approximation error of the class is high. In the second scenario, we have a training set of m > 2d examples and the

|  |  |
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Figure 11.1 Examples of learning curves. Left: This learning curve corresponds to the scenario in which the number of examples is always smaller than the VC dimension of the class. Right: This learning curve corresponds to the scenario in which the approximation error is zero and the number of examples is larger than the VC dimension of the class.

approximation error of the class is zero. In both cases LS(hS) = 0. How can we distinguish between the two cases?

Learning Curves

One possible way to distinguish between the two cases is by plotting learning curves. To produce a learning curve we train the algorithm on pre xes of the data of increasing sizes. For example, we can rst train the algorithm on the rst 10% of the examples, then on 20% of them, and so on. For each pre x we calculate the training error (on the pre x the algorithm is being trained on) and the validation error (on a prede ned validation set). Such learning curves can help us distinguish between the two aforementioned scenarios. In the rst scenario we expect the validation error to be approximately 1=2 for all pre xes, as we didn't really learn anything. In the second scenario the validation error will start as a constant but then should start decreasing (it must start decreasing once the training set size is larger than the VC-dimension). An illustration of the two cases is given in Figure [11.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page153).

In general, as long as the approximation error is greater than zero we expect the training error to grow with the sample size, as a larger amount of data points makes it harder to provide an explanation for all of them. On the other hand, the validation error tends to decrease with the increase in sample size. If the VC-dimension is nite, when the sample size goes to in nity, the validation and train errors converge to the approximation error. Therefore, by extrapolating the training and validation curves we can try to guess the value of the approx-imation error, or at least to get a rough estimate on an interval in which the approximation error resides.

Getting back to the problem of nding the best remedy for the failure of our algorithm, if we observe that LS(hS) is small while the validation error is large, then in any case we know that the size of our training set is not su cient for learning the class H. We can then plot a learning curve. If we see that the

1. Model Selection and Validation

validation error is starting to decrease then the best solution is to increase the number of examples (if we can a ord to enlarge the data). Another reasonable solution is to decrease the complexity of the hypothesis class. On the other hand, if we see that the validation error is kept around 1=2 then we have no evidence

that the approximation error of H is good. It may be the case that increasing the training set size will not help us at all. Obtaining more data can still help us, as at some point we can see whether the validation error starts to decrease or whether the training error starts to increase. But, if more data is expensive, it may be better rst to try to reduce the complexity of the hypothesis class.

To summarize the discussion, the following steps should be applied:

* 1. If learning involves parameter tuning, plot the model-selection curve to make sure that you tuned the parameters appropriately (see Section [11.2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page148)).
  2. If the training error is excessively large consider enlarging the hypothesis class, completely change it, or change the feature representation of the data.
  3. If the training error is small, plot learning curves and try to deduce from them whether the problem is estimation error or approximation error.
  4. If the approximation error seems to be small enough, try to obtain more data. If this is not possible, consider reducing the complexity of the hypothesis class.
  5. If the approximation error seems to be large as well, try to change the hy-pothesis class or the feature representation of the data completely.

11.4 Summary

Model selection is the task of selecting an appropriate model for the learning task based on the data itself. We have shown how this can be done using the SRM learning paradigm or using the more practical approach of validation. If our learning algorithm fails, a decomposition of the algorithm's error should be performed using learning curves, so as to nd the best remedy.

11.5 Exercises

1. Failure of k-fold cross validation Consider a case in that the label is chosen at random according to P[y = 1] = P[y = 0] = 1=2. Consider a learning algorithm that outputs the constant predictor h(x) = 1 if the parity of the labels on the training set is 1 and otherwise the algorithm outputs the constant predictor h(x) = 0. Prove that the di erence between the leave-one-out estimate and the true error in such a case is always 1=2.
2. Let H1; : : : ; Hk be k hypothesis classes. Suppose you are given m i.i.d. training examples and you would like to learn the class H = [ki=1Hi. Consider two alternative approaches:

Learn H on the m examples using the ERM rule
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Divide the m examples into a training set of size (1 )m and a validation set of size m, for some 2 (0; 1). Then, apply the approach of model

selection using validation. That is, rst train each class Hi on the (1 )m training examples using the ERM rule with respect to Hi, and let

h^1; : : : ; h^k be the resulting hypotheses. Second, apply the ERM rule with

respect to the nite class fh^1; : : : ; h^kg on the m validation examples.

Describe scenarios in which the rst method is better than the second and vice versa.

1. Convex Learning Problems

In this chapter we introduce convex learning problems. Convex learning comprises an important family of learning problems, mainly because most of what we can learn e ciently falls into it. We have already encountered linear regression with the squared loss and logistic regression, which are convex problems, and indeed they can be learned e ciently. We have also seen nonconvex problems, such as halfspaces with the 0-1 loss, which is known to be computationally hard to learn in the unrealizable case.

In general, a convex learning problem is a problem whose hypothesis class is a convex set, and whose loss function is a convex function for each example. We be-gin the chapter with some required de nitions of convexity. Besides convexity, we will de ne Lipschitzness and smoothness, which are additional properties of the loss function that facilitate successful learning. We next turn to de ning convex learning problems and demonstrate the necessity for further constraints such as Boundedness and Lipschitzness or Smoothness. We de ne these more restricted families of learning problems and claim that Convex-Smooth/Lipschitz-Bounded problems are learnable. These claims will be proven in the next two chapters, in which we will present two learning paradigms that successfully learn all problems that are either convex-Lipschitz-bounded or convex-smooth-bounded.

Finally, in Section [12.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page167), we show how one can handle some nonconvex problems by minimizing \surrogate" loss functions that are convex (instead of the original nonconvex loss function). Surrogate convex loss functions give rise to e cient solutions but might increase the risk of the learned predictor.

12.1 Convexity, Lipschitzness, and Smoothness

12.1.1 Convexity

definition 12.1 (Convex Set) A set C in a vector space is convex if for any two vectors u; v in C, the line segment between u and v is contained in C. That is, for any 2 [0; 1] we have that u + (1 )v 2 C.

Examples of convex and nonconvex sets in R2 are given in the following. For the nonconvex sets, we depict two points in the set such that the line between the two points is not contained in the set.

|  |  |
| --- | --- |
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|  |  |
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![](data:image/jpeg;base64,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)

Given 2 [0; 1], the combination, u + (1 )v of the points u; v is called a convex combination.

definition 12.2 (Convex Function) Let C be a convex set. A function f :

C ! R is convex if for every u; v 2 C and 2 [0; 1],

f( u + (1 )v) f(u) + (1 )f(v) :

In words, f is convex if for any u; v, the graph of f between u and v lies below the line segment joining f(u) and f(v). An illustration of a convex function, f : R ! R, is depicted in the following.
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1. v

u + (1 )v

The epigraph of a function f is the set

|  |  |
| --- | --- |
| epigraph(f) = f(x; ) : f(x) g: | (12.1) |

It is easy to verify that a function f is convex if and only if its epigraph is a convex set. An illustration of a nonconvex function f : R ! R, along with its epigraph, is given in the following.

1. Convex Learning Problems

f(x)
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An important property of convex functions is that every local minimum of the function is also a global minimum. Formally, let B(u; r) = fv : kv uk r g be a ball of radius r centered around u. We say that f(u) is a local minimum of f at u if there exists some r > 0 such that for all v 2 B(u; r) we have f(v) f(u). It follows that for any v (not necessarily in B), there is a small enough > 0 such that u + (v u) 2 B(u; r) and therefore

|  |  |
| --- | --- |
| f(u) f(u + (v u)) : | (12.2) |

If f is convex, we also have that

|  |  |
| --- | --- |
| f(u + (v u)) = f( v + (1 )u) (1 )f(u) + f(v) : | (12.3) |

Combining these two equations and rearranging terms, we conclude that f(u) f(v). Since this holds for every v, it follows that f(u) is also a global minimum of f.

Another important property of convex functions is that for every w we can construct a tangent to f at w that lies below f everywhere. If f is di erentiable, this tangent is the linear function l(u) = f(w) + hrf(w); u wi, where rf(w) is the gradient of f at w, namely, the vector of partial derivatives of f, rf(w) =

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | @f(w) | | | ; : : : ; | @f(w) | . That is, for convex di erentiable functions, |  |
|  | @w1 |  | @wd |  |
|  |  |  |  |  |  | 8u; f(u) f(w) + hrf(w); u wi: | (12.4) |

In Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184) we will generalize this inequality to nondi erentiable functions.

An illustration of Equation ([12.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page158)) is given in the following.

|  |  |
| --- | --- |
| 12.1 Convexity, Lipschitzness, and Smoothness | 159 |
|  |  |
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1. (u)
2. (w)
3. u

If f is a scalar di erentiable function, there is an easy way to check if it is convex.

lemma 12.3 Let f : R ! R be a scalar twice di erential function, and let f0; f00 be its rst and second derivatives, respectively. Then, the following are equivalent:

1. f is convex
2. f0 is monotonically nondecreasing
3. f00 is nonnegative

Example 12.1

The scalar function f(x) = x2 is convex. To see this, note that f0(x) = 2x and f00(x) = 2 > 0.

The scalar function f(x) = log(1 + exp(x)) is convex. To see this, observe that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| f0(x) = | exp(x) |  | = |  | 1 | . This is a monotonically increasing function |
| 1+exp(x) | | exp( x)+1 | |
|  |  |  |

since the exponent function is a monotonically increasing function.

The following claim shows that the composition of a convex scalar function with a linear function yields a convex vector-valued function.

claim 12.4 Assume that f : Rd ! R can be written as f(w) = g(hw; xi + y),

for some x 2 Rd; y 2 R, and g : R ! R. Then, convexity of g implies the convexity of f.

Proof Let w1; w2 2 Rd and 2 [0; 1]. We have

f( w1 + (1 )w2) = g(h w1 + (1 )w2; xi + y)

1. g( hw1; xi + (1 )hw2; xi + y)
2. g( (hw1; xi + y) + (1 )(hw2; xi + y)) g(hw1; xi + y) + (1 )g(hw2; xi + y);

where the last inequality follows from the convexity of g.

Example 12.2

1. Convex Learning Problems

Given some x 2 Rd and y 2 R, let f : Rd ! R be de ned as f(w) = (hw; xi y)2. Then, f is a composition of the function g(a) = a2 onto a linear function, and hence f is a convex function.

Given some x 2 Rd and y 2 f 1g, let f : Rd ! R be de ned as f(w) = log(1 + exp( yhw; xi)). Then, f is a composition of the function g(a) = log(1 + exp(a)) onto a linear function, and hence f is a convex function.

Finally, the following lemma shows that the maximum of convex functions is convex and that a weighted sum of convex functions, with nonnegative weights, is also convex.

claim 12.5 For i = 1; : : : ; r, let fi : Rd ! R be a convex function. The following functions from Rd to R are also convex.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | g(x) = maxi2[r] fi(x) | | |  |  |  |
|  |  |  |  | r |  |  |  |
|  | g(x) = | | i=1 wifi(x), where for all i, wi 0. | | |  |
|  | Proof | | The rst claim follows by | |  |  |  |
|  |  | P |  |  |  |
|  |  |  |  | g( u + (1 )v) = maxi | | fi( u + (1 )v) |  |
|  |  |  |  | maxi | | [ fi(u) + (1 )fi(v)] | |
|  |  |  |  | maxi fi(u) + (1 ) maxi fi(v) | | | |
|  |  |  |  | = g(u) + (1 )g(v): | | |  |
|  | For the second claim | | | |  |  |  |
|  |  |  |  | g( u + (1 )v) = X wifi( u + (1 )v) | | |  |
|  |  |  |  | i |  |  |  |
|  |  |  |  | X wi [ fi(u) + (1 )fi(v)] | | | |
|  |  |  |  | i | wifi(u) + (1 ) Xi | |  |
|  |  |  |  | = Xi | wifi(v) |
|  |  |  |  | = g(u) + (1 )g(v): | | |  |
|  | Example 12.3 The function g(x) = jxj is convex. To see this, note that g(x) = | | | | | | |
|  | maxfx; xg and that both the function f1(x) = x and f2(x) = x are convex. | | | | | | |
| 12.1.2 | Lipschitzness | | | |  |  |  |
|  | The de nition of Lipschitzness below is with respect to the Euclidean norm over | | | | | | |
|  | Rd. However, it is possible to de ne Lipschitzness with respect to any norm. | | | | | | |

definition 12.6 (Lipschitzness) Let C Rd. A function f : Rd ! Rk is -Lipschitz over C if for every w1; w2 2 C we have that kf(w1) f(w2)k

kw1 w2k.

|  |  |
| --- | --- |
| 12.1 Convexity, Lipschitzness, and Smoothness | 161 |
|  |  |

Intuitively, a Lipschitz function cannot change too fast. Note that if f : R ! R is di erentiable, then by the mean value theorem we have

f(w1) f(w2) = f0(u)(w1 w2) ;

where u is some point between w1 and w2. It follows that if the derivative of f is everywhere bounded (in absolute value) by , then the function is -Lipschitz.

Example 12.4

The function f(x) = jxj is 1-Lipschitz over R. This follows from the triangle inequality: For every x1; x2,

jx1j jx2j = jx1 x2 + x2j jx2j jx1 x2j + jx2j jx2j = jx1 x2j:

Since this holds for both x1; x2 and x2; x1, we obtain that jjx1j jx2jj jx1 x2j.

The function f(x) = log(1 + exp(x)) is 1-Lipschitz over R. To see this, observe

that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| jf0(x)j = |  | 1 + exp(x) | = | exp( | |  | x) + 1 | | 1: |
|  |  | exp(x) |  |  | | 1 | |  |  |
|  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

The function f(x) = x2 is not -Lipschitz over R for any . To see this, take x1 = 0 and x2 = 1 + , then

f(x2) f(x1) = (1 + )2 > (1 + ) = jx2 x1j:

However, this function is -Lipschitz over the set C = fx : jxj =2g.

Indeed, for any x1; x2 2 C we have

jx21 x22j = jx1 + x2j jx1 x2j 2( =2) jx1 x2j = jx1 x2j:

The linear function f : Rd ! R de ned by f(w) = hv; wi + b where v 2 Rd is kvk-Lipschitz. Indeed, using Cauchy-Schwartz inequality,

jf(w1) f(w2)j = jhv; w1 w2ij kvk kw1 w2k:

The following claim shows that composition of Lipschitz functions preserves Lipschitzness.

claim 12.7 Let f(x) = g1(g2(x)), where g1 is 1-Lipschitz and g2 is 2-Lipschitz. Then, f is ( 1 2)-Lipschitz. In particular, if g2 is the linear function, g2(x) = hv; xi + b, for some v 2 Rd; b 2 R, then f is ( 1 kvk)-Lipschitz.

Proof

jf(w1) f(w2)j = jg1(g2(w1)) g1(g2(w2))j

1kg2(w1) g2(w2)k 1 2 kw1 w2k:

1. Convex Learning Problems

12.1.3 Smoothness

The de nition of a smooth function relies on the notion of gradient. Recall that the gradient of a di erentiable function f : Rd ! R at w, denoted rf(w), is the

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| vector of partial derivatives of f, namely, rf(w) = | @f(w) | ; : : : ; | |  | @f(w) | | . |
| @w1 |  | @wd |  |
| definition 12.8 (Smoothness) A di erentiable function f | | | : Rd ! R is - | | | | |

smooth if its gradient is -Lipschitz; namely, for all v; w we have krf(v) rf(w)k kv wk.

|  |  |  |  |
| --- | --- | --- | --- |
| It is possible to show that smoothness implies that for all v; w we have | | |  |
|  |  | |  |
| f(v) f(w) + hrf(w); v wi + |  | kv wk2 : | (12.5) |
| 2 |

Recall that convexity of f implies that f(v) f(w)+hrf(w); v wi. Therefore, when a function is both convex and smooth, we have both upper and lower bounds on the di erence between the function and its rst order approximation.

Setting v = w 1 rf(w) in the right-hand side of Equation ([12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) and rear-ranging terms, we obtain

21 krf(w)k2 f(w) f(v):

If we further assume that f(v) 0 for all v we conclude that smoothness implies the following:

|  |  |
| --- | --- |
| krf(w)k2 2 f(w) : | (12.6) |

A function that satis es this property is also called a self-bounded function.

Example 12.5

The function f(x) = x2 is 2-smooth. This follows directly from the fact that f0(x) = 2x. Note that for this particular function Equation ([12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) and Equation ([12.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) hold with equality.

The function f(x) = log(1 + exp(x)) is (1=4)-smooth. Indeed, since f0(x) =

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 |  |  | we have that | | | |  |  |  |  |  |
| 1+exp( x) | | |  |  |  |  |  |
| j | f00 | (x) | | = |  | exp( x) | = |  | 1 |  | 1=4: |
| (1 + exp( x))2 | | (1 + exp( x))(1 + exp(x)) | |
|  |  | j |  |  |  |

Hence, f0 is (1=4)-Lipschitz. Since this function is nonnegative, Equa-tion ([12.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) holds as well.

The following claim shows that a composition of a smooth scalar function over a linear function preserves smoothness.

claim 12.9 Let f(w) = g(hw; xi+b), where g : R ! R is a -smooth function, x 2 Rd, and b 2 R. Then, f is ( kxk2)-smooth.

|  |  |
| --- | --- |
| 12.2 Convex Learning Problems | 163 |
|  |  |

Proof By the chain rule we have that rf(w) = g0(hw; xi + b)x, where g0 is the derivative of g. Using the smoothness of g and the Cauchy-Schwartz inequality we therefore obtain

f(v) = g(hv; xi + b)

g(hw; xi + b) + g0(hw; xi + b)hv w; xi + 2 (hv w; xi)2 g(hw; xi + b) + g0(hw; xi + b)hv w; xi + 2 (kv wk kxk)2

1. f(w) + hrf(w); v wi + kxk2 kv wk2: 2

Example 12.6

For any x 2 Rd and y 2 R, let f(w) = (hw; xi y)2. Then, f is (2kxk2)-smooth.

For any x 2 Rd and y 2 f 1g, let f(w) = log(1 + exp( yhw; xi)). Then, f is (kxk2=4)-smooth.

12.2 Convex Learning Problems

Recall that in our general de nition of learning (De nition [3.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page49) in Chapter [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page43)), we have a hypothesis class H, a set of examples Z, and a loss function ` : H Z ! R+. So far in the book we have mainly thought of Z as being the product of an instance space and a target space, Z = X Y, and H being a set of functions from

1. to Y. However, H can be an arbitrary set. Indeed, throughout this chapter, we consider hypothesis classes H that are subsets of the Euclidean space Rd. That is, every hypothesis is some real-valued vector. We shall, therefore, denote a hypothesis in H by w. Now we can nally de ne convex learning problems:

definition 12.10 (Convex Learning Problem) A learning problem, (H; Z; `), is called convex if the hypothesis class H is a convex set and for all z 2 Z, the loss function, `( ; z), is a convex function (where, for any z, `( ; z) denotes the function f : H ! R de ned by f(w) = `(w; z)).

Example 12.7 (Linear Regression with the Squared Loss) Recall that linear regression is a tool for modeling the relationship between some \explanatory" variables and some real valued outcome (see Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117)). The domain set X is a subset of Rd, for some d, and the label set Y is the set of real numbers. We would like to learn a linear function h : Rd ! R that best approximates the relationship between our variables. In Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117) we de ned the hypothesis class as the set of homogenous linear functions, H = fx 7! wh; xi : w 2 Rdg, and used the squared loss function, `(h; (x; y)) = (h(x) y)2. However, we can equivalently model the learning problem as a convex learning problem as follows.

1. Convex Learning Problems

Each linear function is parameterized by a vector w 2 Rd. Hence, we can de ne H to be the set of all such parameters, namely, H = Rd. The set of examples is Z = X Y = Rd R = Rd+1, and the loss function is `(w; (x; y)) = (hw; xi y)2. Clearly, the set H is a convex set. The loss function is also convex with respect to its rst argument (see Example [12.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page159)).

lemma 12.11 If ` is a convex loss function and the class H is convex, then the ERMH problem, of minimizing the empirical loss over H, is a convex optimiza-tion problem (that is, a problem of minimizing a convex function over a convex set).

Proof Recall that the ERMH problem is de ned by

ERMH(S) = argmin LS(w):

w2H

Since, for a sample S = z1; : : : ; zm, for every w, LS(w) = 1 Pm `(w; zi),

m i=1

Claim [12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page160) implies that LS(w) is a convex function. Therefore, the ERM rule is a problem of minimizing a convex function subject to the constraint that the solution should be in a convex set. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Under mild conditions, such problems can be solved e ciently using generic optimization algorithms. In particular, in Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184) we will present a very simple algorithm for minimizing convex functions.

12.2.1 Learnability of Convex Learning Problems

We have argued that for many cases, implementing the ERM rule for convex learning problems can be done e ciently. But is convexity a su cient condition for the learnability of a problem?

To make the quesion more speci c: In VC theory, we saw that halfspaces in d-dimension are learnable (perhaps ine ciently). We also argued in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117) using the \discretization trick" that if the problem is of d parameters, it is learnable with a sample complexity being a function of d. That is, for a constant d, the problem should be learnable. So, maybe all convex learning problems over Rd, are learnable?

Example [12.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page164) later shows that the answer is negative, even when d is low. Not all convex learning problems over Rd are learnable. There is no contradiction to VC theory since VC theory only deals with binary classi cation while here we consider a wide family of problems. There is also no contradiction to the \discretization trick" as there we assumed that the loss function is bounded and also assumed that a representation of each parameter using a nite number of bits su ces. As we will show later, under some additional restricting conditions that hold in many practical scenarios, convex problems are learnable.

Example 12.8 (Nonlearnability of Linear Regression Even If d = 1) Let H = R, and the loss be the squared loss: `(w; (x; y)) = (wx y)2 (we're referring to the

|  |  |
| --- | --- |
| 12.2 Convex Learning Problems | 165 |
|  |  |

homogenous case). Let A be any deterministic algorithm.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page165) Assume, by way of contradiction, that A is a successful PAC learner for this problem. That is, there exists a function m( ; ), such that for every distribution D and for every ; if A receives a training set of size m m( ; ), it should output, with probability of at least 1 , a hypothesis w^ = A(S), such that LD(w^) minw LD(w) .

Choose = 1=100; = 1=2, let m m( ; ), and set = log(100=99) . We will

2m

de ne two distributions, and will show that A is likely to fail on at least one of them. The rst distribution, D1, is supported on two examples, z1 = (1; 0) and z2 = ( ; 1), where the probability mass of the rst example is while the probability mass of the second example is 1 . The second distribution, D2, is supported entirely on z2.

Observe that for both distributions, the probability that all examples of the training set will be of the second type is at least 99%. This is trivially true for D2, whereas for D1, the probability of this event is

(1 )m e 2 m = 0:99:

Since we assume that A is a deterministic algorithm, upon receiving a training set of m examples, each of which is ( ; 1), the algorithm will output some w^. Now, if w^ < 1=(2 ), we will set the distribution to be D1. Hence,

LD1 (w^) (w^)2 1=(4 ):

However,

min LD1 (w) LD1 (0) = (1 ):

w

It follows that

1

LD1 (w^) min LD1 (w) 4 (1 ) > :

w

Therefore, such algorithm A fails on D1. On the other hand, if w^ 1=(2 ) then we'll set the distribution to be D2. Then we have that LD2 (w^) 1=4 while minw LD2 (w) = 0, so A fails on D2. In summary, we have shown that for every A there exists a distribution on which A fails, which implies that the problem is not PAC learnable.

A possible solution to this problem is to add another constraint on the hypoth-esis class. In addition to the convexity requirement, we require that H will be bounded; namely, we assume that for some prede ned scalar B, every hypothesis

1. 2 H satis es kwk B.

Boundedness and convexity alone are still not su cient for ensuring that the problem is learnable, as the following example demonstrates.

Example 12.9 As in Example [12.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page164), consider a regression problem with the squared loss. However, this time let H = fw : jwj 1g R be a bounded

1. Namely, given S the output of A is determined. This requirement is for the sake of simplicity. A slightly more involved argument will show that nondeterministic algorithms will also fail to learn the problem.
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hypothesis class. It is easy to verify that H is convex. The argument will be the same as in Example [12.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page164), except that now the two distributions, D1; D2 will be supported on z1 = (1= ; 0) and z2 = (1; 1). If the algorithm A returns w^ < 1=2 upon receiving m examples of the second type, then we will set the distribution to be D1 and have that

LD1 (w^) min LD1 (w) (w=^ )2 LD1 (0) 1=(4 ) (1 ) > :

w

Similarly, if w^ 1=2 we will set the distribution to be D2 and have that

LD2 (w^) min LD2 (w) ( 1=2 + 1)2 0 > :

w

This example shows that we need additional assumptions on the learning problem, and this time the solution is in Lipschitzness or smoothness of the loss function. This motivates a de nition of two families of learning problems, convex-Lipschitz-bounded and convex-smooth-bounded, which are de ned later.

12.2.2 Convex-Lipschitz/Smooth-Bounded Learning Problems

definition 12.12 (Convex-Lipschitz-Bounded Learning Problem) A learning problem, (H; Z; `), is called Convex-Lipschitz-Bounded, with parameters ; B if the following holds:

The hypothesis class H is a convex set and for all w 2 H we have kwk B. For all z 2 Z, the loss function, `( ; z), is a convex and -Lipschitz function.

Example 12.10 Let X = fx 2 Rd : kxk g and Y = R. Let H = fw 2 Rd : kwk Bg and let the loss function be `(w; (x; y)) = jhw; xi yj. This corre-sponds to a regression problem with the absolute-value loss, where we assume that the instances are in a ball of radius and we restrict the hypotheses to be homogenous linear functions de ned by a vector w whose norm is bounded by B. Then, the resulting problem is Convex-Lipschitz-Bounded with parameters ; B.

definition 12.13 (Convex-Smooth-Bounded Learning Problem) A learning problem, (H; Z; `), is called Convex-Smooth-Bounded, with parameters ; B if the following holds:

The hypothesis class H is a convex set and for all w 2 H we have kwk B. For all z 2 Z, the loss function, `( ; z), is a convex, nonnegative, and -smooth

function.

Note that we also required that the loss function is nonnegative. This is needed to ensure that the loss function is self-bounded, as described in the previous section.

|  |  |
| --- | --- |
| 12.3 Surrogate Loss Functions | 167 |
|  |  |

Example 12.11 Let X = fx 2 Rd : kxk =2g and Y = R. Let H = fw 2

Rd : kwk B g and let the loss function be `(w; (x; y)) = (hw; xi y)2. This corresponds to a regression problem with the squared loss, where we assume that the instances are in a ball of radius =2 and we restrict the hypotheses to be homogenous linear functions de ned by a vector w whose norm is bounded by B. Then, the resulting problem is Convex-Smooth-Bounded with parameters ; B.

We claim that these two families of learning problems are learnable. That is, the properties of convexity, boundedness, and Lipschitzness or smoothness of the loss function are su cient for learnability. We will prove this claim in the next chapters by introducing algorithms that learn these problems successfully.

12.3 Surrogate Loss Functions

As mentioned, and as we will see in the next chapters, convex problems can be learned e ciently. However, in many cases, the natural loss function is not convex and, in particular, implementing the ERM rule is hard.

As an example, consider the problem of learning the hypothesis class of half-spaces with respect to the 0 1 loss. That is,

`0 1(w; (x; y)) = 1[y6=sign(hw;xi)] = 1[yhw;xi 0]:

This loss function is not convex with respect to w and indeed, when trying to minimize the empirical risk with respect to this loss function we might encounter local minima (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page169)). Furthermore, as discussed in Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100), solving the ERM problem with respect to the 0 1 loss in the unrealizable case is known to be NP-hard.

To circumvent the hardness result, one popular approach is to upper bound the nonconvex loss function by a convex surrogate loss function. As its name indicates, the requirements from a convex surrogate loss are as follows:

1. It should be convex.
2. It should upper bound the original loss.

For example, in the context of learning halfspaces, we can de ne the so-called hinge loss as a convex surrogate for the 0 1 loss, as follows:

|  |  |
| --- | --- |
| def | yhw; xig: |
| `hinge(w; (x; y)) = maxf0; 1 |

Clearly, for all w and all (x; y), `0 1(w; (x; y)) `hinge(w; (x; y)). In addition, the convexity of the hinge loss follows directly from Claim [12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page160). Hence, the hinge loss satis es the requirements of a convex surrogate loss function for the zero-one loss. An illustration of the functions `0 1 and `hinge is given in the following.

1. Convex Learning Problems

![](data:image/jpeg;base64,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)

`hinge

`0 1

1

1 yhw; xi

Once we have de ned the surrogate convex loss, we can learn the problem with respect to it. The generalization requirement from a hinge loss learner will have the form

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| hinge | (A(S)) |  | min | hinge | (w) + ; |
| LD |  | w2H | LD |

where LhingeD(w) = E(x;y) D[`hinge(w; (x; y))]. Using the surrogate property, we can lower bound the left-hand side by L0D 1(A(S)), which yields

L0D 1(A(S)) min LhingeD(w) + :

w2H

We can further rewrite the upper bound as follows:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | LD | (A(S)) | w2H | LD | (w) + | w2H | LD | (w) | w2H | LD | (w) + : |
|  | 0 1 |  | min | 0 1 |  | min | hinge | | min | 0 1 |  |
|  | That is, the 0 1 error of the learned predictor is upper bounded by three terms: | | | | | | | | | | |
|  | Approximation error: This is the term minw2H LD0 1(w), which measures how | | | | | | | | | | |
|  | well the hypothesis class performs on the distribution. We already elabo- | | | | | | | | | | |
|  | rated on this error term in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60). | | | | | | |  |  |  |  |
|  | Estimation error: This is the error that results from the fact that we only | | | | | | | | | | |
|  | receive a training set and do not observe the distribution D. We already | | | | | | | | | | |
|  | elaborated on this error term in Chapter [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page60). | | | | | | |  |  |  |  |
|  | Optimization error: This is the term | | | | | minw2H LDhinge(w) minw2H LD0 1(w) | | | | | |
|  | that measures the di erence between the approximation error with respect | | | | | | | | | | |
|  |  |  |  |  |  | |  |  |  |  |  |
|  | to the surrogate loss and the approximation error with respect to the orig- | | | | | | | | | | |
|  | inal loss. The optimization error is a result of our inability to minimize the | | | | | | | | | | |
|  | training loss with respect to the original loss. The size of this error depends | | | | | | | | | | |
|  | on the speci c distribution of the data and on the speci c surrogate loss | | | | | | | | | | |
|  | we are using. | |  |  |  |  |  |  |  |  |  |
| 12.4 | Summary | |  |  |  |  |  |  |  |  |  |

We introduced two families of learning problems: convex-Lipschitz-bounded and convex-smooth-bounded. In the next two chapters we will describe two generic

|  |  |
| --- | --- |
| 12.5 Bibliographic Remarks | 169 |
|  |

learning algorithms for these families. We also introduced the notion of convex surrogate loss function, which enables us also to utilize the convex machinery for nonconvex problems.

12.5 Bibliographic Remarks

There are several excellent books on convex analysis and optimization (Boyd & Vandenberghe 2004, Borwein & Lewis 2006, Bertsekas 1999, Hiriart-Urruty & Lemarechal 1996). Regarding learning problems, the family of convex-Lipschitz-bounded problems was rst studied by Zinkevich (2003) in the context of online learning and by Shalev-Shwartz, Shamir, Sridharan & Srebro (2009) in the con-text of PAC learning.

12.6 Exercises

1. Construct an example showing that the 0 1 loss function may su er from local minima; namely, construct a training sample S 2 (X f 1g)m (say, for X = R2), for which there exist a vector w and some > 0 such that
   1. For any w0 such that kw w0k we have LS(w) LS(w0) (where the loss here is the 0 1 loss). This means that w is a local minimum of LS.
   2. There exists some w such that LS(w ) < LS(w). This means that w is not a global minimum of LS.
2. Consider the learning problem of logistic regression: Let H = X = fx 2

Rd : kxk Bg, for some scalar B > 0, let Y = f 1g, and let the loss function ` be de ned as `(w; (x; y)) = log(1 + exp( yhw; xi)). Show that the resulting learning problem is both convex-Lipschitz-bounded and convex-smooth-bounded. Specify the parameters of Lipschitzness and smoothness.

1. Consider the problem of learning halfspaces with the hinge loss. We limit our domain to the Euclidean ball with radius R. That is, X = fx : kxk2 Rg. The label set is Y = f 1g and the loss function ` is de ned by `(w; (x; y)) = maxf0; 1 yhw; xig. We already know that the loss function is convex. Show that it is R-Lipschitz.
2. (\*) Convex-Lipschitz-Boundedness Is Not Su cient for Computa-tional E ciency: In the next chapter we show that from the statistical perspective, all convex-Lipschitz-bounded problems are learnable (in the ag-nostic PAC model). However, our main motivation to learn such problems resulted from the computational perspective { convex optimization is often e ciently solvable. Yet the goal of this exercise is to show that convexity alone is not su cient for e ciency. We show that even for the case d = 1, there is a convex-Lipschitz-bounded problem which cannot be learned by any computable learner.

Let the hypothesis class be H = [0; 1] and let the example domain, Z, be
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the set of all Turing machines. De ne the loss function as follows. For every Turing machine T 2 Z, let `(0; T ) = 1 if T halts on the input 0 and `(0; T ) = 0 if T doesn't halt on the input 0. Similarly, let `(1; T ) = 0 if T halts on the input 0 and `(1; T ) = 1 if T doesn't halt on the input 0. Finally, for h 2 (0; 1), let `(h; T ) = h`(0; T ) + (1 h)`(1; T ).

1. Show that the resulting learning problem is convex-Lipschitz-bounded.
2. Show that no computable algorithm can learn the problem.

1. Regularization and Stability

In the previous chapter we introduced the families of convex-Lipschitz-bounded and convex-smooth-bounded learning problems. In this section we show that all learning problems in these two families are learnable. For some learning problems of this type it is possible to show that uniform convergence holds; hence they are learnable using the ERM rule. However, this is not true for all learning problems of this type. Yet, we will introduce another learning rule and will show that it learns all convex-Lipschitz-bounded and convex-smooth-bounded learning problems.

The new learning paradigm we introduce in this chapter is called Regularized Loss Minimization, or RLM for short. In RLM we minimize the sum of the em-pirical risk and a regularization function. Intuitively, the regularization function measures the complexity of hypotheses. Indeed, one interpretation of the reg-ularization function is the structural risk minimization paradigm we discussed in Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83). Another view of regularization is as a stabilizer of the learning algorithm. An algorithm is considered stable if a slight change of its input does not change its output much. We will formally de ne the notion of stability (what we mean by \slight change of input" and by \does not change much the out-put") and prove its close relation to learnability. Finally, we will show that using the squared `2 norm as a regularization function stabilizes all convex-Lipschitz or convex-smooth learning problems. Hence, RLM can be used as a general learning rule for these families of learning problems.

13.1 Regularized Loss Minimization

Regularized Loss Minimization (RLM) is a learning rule in which we jointly min-imize the empirical risk and a regularization function. Formally, a regularization function is a mapping R : Rd ! R, and the regularized loss minimization rule outputs a hypothesis in

|  |  |
| --- | --- |
| argmin (LS(w) + R(w)) : | (13.1) |
| w |  |

Regularized loss minimization shares similarities with minimum description length algorithms and structural risk minimization (see Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83)). Intuitively, the \complexity" of hypotheses is measured by the value of the regularization func-
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tion, and the algorithm balances between low empirical risk and \simpler," or \less complex," hypotheses.

There are many possible regularization functions one can use, re ecting some prior belief about the problem (similarly to the description language in Minimum Description Length). Throughout this section we will focus on one of the most

simple regularization functions: R(w) = kwk2, where > 0 is a scalar and the

q

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | d | 2 |  |  |  | the learning rule: | | |  |
| norm is the `2 norm, kwk = | Pi=1 wi . This yields | | | | |  |
| k | 2 |  |  |
| A(S) = | w |  | S | k | w |  | (13.2) |
|  | argmin | L |  | (w) + |  |  | : |

This type of regularization function is often called Tikhonov regularization.

As mentioned before, one interpretation of Equation ([13.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page172)) is using structural risk minimization, where the norm of w is a measure of its \complexity." Recall that in the previous chapter we introduced the notion of bounded hypothesis classes. Therefore, we can de ne a sequence of hypothesis classes, H1 H2 H3 : : :, where Hi = fw : kwk2 ig. If the sample complexity of each Hi depends on i then the RLM rule is similar to the SRM rule for this sequence of nested classes.

A di erent interpretation of regularization is as a stabilizer. In the next section we de ne the notion of stability and prove that stable learning rules do not over t. But rst, let us demonstrate the RLM rule for linear regression with the squared loss.

13.1.1 Ridge Regression

Applying the RLM rule with Tikhonov regularization to linear regression with the squared loss, we obtain the following learning rule:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w Rd | k | k2 |  | m | =1 | 2 | | h |  | ii | i | ! | : | (13.3) |
| argmin |  | w 2 | + | 1 | m | 1 | | ( | w; x |  | y | )2 |  |  |
|  | Xi |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |

Performing linear regression using Equation ([13.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page172)) is called ridge regression. To solve Equation ([13.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page172)) we compare the gradient of the objective to zero and

obtain the set of linear equations

(2 mI + A)w = b;

where I is the identity matrix and A; b are as de ned in Equation ([9.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page124)), namely,

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| A = | m | xi xi>! | and b = | m | yixi : | (13.4) |
|  | X |  |  | Xi |  |  |
|  | i=1 |  |  | =1 |  |  |

Since A is a positive semide nite matrix, the matrix 2 mI + A has all its eigen-values bounded below by 2 m. Hence, this matrix is invertible and the solution to ridge regression becomes

|  |  |
| --- | --- |
| w = (2 mI + A) 1 b: | (13.5) |

|  |  |
| --- | --- |
| 13.2 Stable Rules Do Not Over t | 173 |
|  |  |

In the next section we formally show how regularization stabilizes the algo-rithm and prevents over tting. In particular, the analysis presented in the next sections (particularly, Corollary [13.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page180)) will yield:

theorem 13.1 Let D be a distribution over X [ 1; 1], where X = fx 2 Rd : kxk 1g. Let H = fw 2 Rd : kwk Bg. For any 2 (0; 1), let m 150 B2= 2. Then, applying the ridge regression algorithm with parameter = =(3B2) satis es

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| S | E | m [LD(A(S))] |  | min | | LD(w) + : |
| w | 2H |
|  | D |  |  |  |  |

Remark 13.1 The preceding theorem tells us how many examples are needed to guarantee that the expected value of the risk of the learned predictor will be bounded by the approximation error of the class plus . In the usual de nition of agnostic PAC learning we require that the risk of the learned predictor will be bounded with probability of at least 1 . In Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page181) we show how an algorithm with a bounded expected risk can be used to construct an agnostic PAC learner.

13.2 Stable Rules Do Not Over t

Intuitively, a learning algorithm is stable if a small change of the input to the algorithm does not change the output of the algorithm much. Of course, there are many ways to de ne what we mean by \a small change of the input" and what we mean by \does not change the output much". In this section we de ne a speci c notion of stability and prove that under this de nition, stable rules do not over t.

Let A be a learning algorithm, let S = (z1; : : : ; zm) be a training set of m examples, and let A(S) denote the output of A. The algorithm A su ers from over tting if the di erence between the true risk of its output, LD(A(S)), and the empirical risk of its output, LS(A(S)), is large. As mentioned in Remark [13.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page173), throughout this chapter we focus on the expectation (with respect to the choice of S) of this quantity, namely, ES[LD(A(S)) LS(A(S))].

We next de ne the notion of stability. Given the training set S and an ad-ditional example z0, let S(i) be the training set obtained by replacing the i'th example of S with z0; namely, S(i) = (z1; : : : ; zi 1; z0; zi+1; : : : ; zm). In our de - nition of stability, \a small change of the input" means that we feed A with S(i) instead of with S. That is, we only replace one training example. We measure the e ect of this small change of the input on the output of A, by comparing the loss of the hypothesis A(S) on zi to the loss of the hypothesis A(S(i)) on zi. Intuitively, a good learning algorithm will have `(A(S(i)); zi) `(A(S); zi) 0, since in the rst term the learning algorithm does not observe the example zi while in the second term zi is indeed observed. If the preceding di erence is very large we suspect that the learning algorithm might over t. This is because the

1. Regularization and Stability

learning algorithm drastically changes its prediction on zi if it observes it in the training set. This is formalized in the following theorem.

theorem 13.2 Let D be a distribution. Let S = (z1; : : : ; zm) be an i.i.d. se-quence of examples and let z0 be another i.i.d. example. Let U(m) be the uniform distribution over [m]. Then, for any learning algorithm,

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | [L | D | (A(S)) |  | LS(A(S))] = | E |  | [`(A(S(i); zi)) | |  | `(A(S); zi)]: |
| S Dm |  |  |  | (S;z0) Dm+1;i U(m) | | |  | (13.6) |
|  |  |  |  |  |  |  |  | D |  |  |
| Proof | Since S and z0 are both drawn i.i.d. from | | | | | | | , we have that for every i, | | |
|  |
|  |  |  | E[L | | (A(S))] = E [`(A(S); z0)] = | | E [`(A(S(i)); zi)]: | | | |  |
|  |  |  | S | D | S;z0 |  | S;z0 | |  |  |  |

On the other hand, we can write

E[LS(A(S))] = E [`(A(S); zi)]:

1. S;i

Combining the two equations we conclude our proof.

When the right-hand side of Equation ([13.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174)) is small, we say that A is a stable algorithm { changing a single example in the training set does not lead to a signi cant change. Formally,

definition 13.3 (On-Average-Replace-One-Stable) Let : N ! R be a mono-tonically decreasing function. We say that a learning algorithm A is on-average-replace-one-stable with rate (m) if for every distribution D

1. [`(A(S(i); zi)) `(A(S); zi)] (m):

(S;z0) Dm+1;i U(m)

Theorem [13.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174) tells us that a learning algorithm does not over t if and only if it is on-average-replace-one-stable. Of course, a learning algorithm that does not over t is not necessarily a good learning algorithm { take, for example, an algorithm A that always outputs the same hypothesis. A useful algorithm should nd a hypothesis that on one hand ts the training set (i.e., has a low empirical risk) and on the other hand does not over t. Or, in light of Theorem [13.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174), the algorithm should both t the training set and at the same time be stable. As we shall see, the parameter of the RLM rule balances between tting the training set and being stable.

13.3 Tikhonov Regularization as a Stabilizer

In the previous section we saw that stable rules do not over t. In this section we show that applying the RLM rule with Tikhonov regularization, kw k2, leads to a stable algorithm. We will assume that the loss function is convex and that it is either Lipschitz or smooth.

The main property of the Tikhonov regularization that we rely on is that it makes the objective of RLM strongly convex, as de ned in the following.

|  |  |
| --- | --- |
| 13.3 Tikhonov Regularization as a Stabilizer | 175 |
|  |  |

definition 13.4 (Strongly Convex Functions) A function f is -strongly con-vex if for all w; u and 2 (0; 1) we have

f( w + (1 )u) f(w) + (1 )f(u) (1 )kw uk2:

2

convexity is given in the following gure.
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wk2

1. u

w + (1 )u

The following lemma implies that the objective of RLM is (2 )-strongly con-vex. In addition, it underscores an important property of strong convexity.

lemma 13.5

1. The function f(w) = kwk2 is 2 -strongly convex.
2. If f is -strongly convex and g is convex, then f + g is -strongly convex.
3. If f is -strongly convex and u is a minimizer of f, then, for any w,

f(w) f(u) 2 kw uk2:

Proof The rst two points follow directly from the de nition. To prove the last point, we divide the de nition of strong convexity by and rearrange terms to get that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| f(u + (w u)) f(u) |  | f(w) |  | f(u) |  |  | (1 |  | ) | w |  | u | 2: |
|  | 2 |
|  |  |  | k |  | k |  |

Taking the limit ! 0 we obtain that the right-hand side converges to f(w) f(u) 2 kw uk2. On the other hand, the left-hand side becomes the derivative of the function g( ) = f(u + (w u)) at = 0. Since u is a minimizer of f, it follows that = 0 is a minimizer of g, and therefore the left-hand side of the preceding goes to zero in the limit ! 0, which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

We now turn to prove that RLM is stable. Let S = (z1; : : : ; zm) be a training set, let z0 be an additional example, and let S(i) = (z1; : : : ; zi 1; z0; zi+1; : : : ; zm). Let A be the RLM rule, namely,

A(S) = argmin LS(w) + kwk2 :

w

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 176 | Regularization and Stability | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | | | | | | | | | | | | | | |  | | |  | | | | |  |  |  |  |  |  |  |  |  |  |  |
|  | Denote fS(w) = LS(w) + kwk2, and based on Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175) we know that fS is | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  | (2 )-strongly convex. Relying on part 3 of the lemma, it follows that for any v, | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | fS(v) fS(A(S)) kv A(S)k2: | | | | | | | | | | | | | | | | | | (13.7) | | |  |
|  | On the other hand, for any v and u, and for all i, we have | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |
|  |  |  |  | fS(v) fS(u) = LS(v) + kvk2 (LS(u) + kuk2) | | | | | | | | | | | | | | | | | | | | | | | | | | | | (13.8) | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | = LS(i) (v) + kvk2 (LS(i) (u) + kuk2) | | | | | | | | | | | | | | | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | + | | `(v; zi) `(u; zi) | | | | | + | | `(u; z0) `(v; z0) | | | | | : |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m |  |  |  |  |  |  | m | |  |  |  |  |
|  | In particular, choosing v = A(S(i)), u = A(S), and using the fact that v mini- | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  | mizes LS(i) (w) + kwk2, we obtain that | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | f | S | (A(S(i))) | |  | | f | S | (A(S)) | | | | | |  |  | `(A(S(i)); zi) `(A(S); zi) | | | | | | | | | | | | + | `(A(S); z0) `(A(S(i)); z0) | | | | | : |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m |  |  |  |  |  |  |  | m | | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | (13.9) | | |  |
|  | Combining this with Equation ([13.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page176)) we obtain that | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |
|  |  | k | A(S(i)) |  | | A(S) | | | | k | 2 | |  | | `(A(S(i)); zi) `(A(S); zi) | | | | | | | | | | | + | | `(A(S); z0) `(A(S(i)); z0) | | | | | : | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | | |  |  |  |  |  |  |  |  | m | (13.10) | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | The two subsections that follow continue the stability analysis for either Lip- | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  | schitz or smooth loss functions. For both families of loss functions we show that | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  | RLM is stable and therefore it does not over t. | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |
| 13.3.1 | Lipschitz Loss | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | If the loss function, `( ; zi), is -Lipschitz, then by the de nition of Lipschitzness, | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |
|  |  |  |  |  |  |  |  | `(A(S(i)); zi) `(A(S); zi) kA(S(i)) A(S)k: | | | | | | | | | | | | | | | | | | | | | | | | (13.11) | | |  |
|  | Similarly, | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | `(A(S); z0) `(A(S(i)); z0) kA(S(i)) A(S)k: | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |
|  | Plugging these inequalities into Equation ([13.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page176)) we obtain | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | | k | | A(S(i)) | | | |  | A(S) | | k | 2 |  | 2 kA(S(i)) A(S)k | | | | | | | ; |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | | | | | |  |  |  |  |
|  | which yields | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | kA(S(i)) A(S)k | | | | | | | | 2 | | | | | | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | | : | | | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | | |  |  |  |  |

Plugging the preceding back into Equation ([13.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page176)) we conclude that

`(A(S(i)); zi) `(A(S); zi) 2 2 :

m

Since this holds for any S; z0; i we immediately obtain:

|  |  |
| --- | --- |
| 13.3 Tikhonov Regularization as a Stabilizer | 177 |
|  |  |

corollary 13.6 Assume that the loss function is convex and -Lipschitz. Then, the RLM rule with the regularizer kwk2 is on-average-replace-one-stable with rate 2 2 . It follows (using Theorem [13.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174)) that

m

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | E | m[LD(A(S)) LS(A(S))] | 2 2 | |
| S |  | : |
| m |
|  | D |  |  |  |

13.3.2 Smooth and Nonnegative Loss

If the loss is -smooth and nonnegative then it is also self-bounded (see Sec-tion [12.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156)):

|  |  |
| --- | --- |
| krf(w)k2 2 f(w): | (13.12) |

We further assume that 2m , or, in other words, that m=2. By the smoothness assumption we have that

`(A(S(i)); zi) `(A(S); zi) hr`(A(S); zi); A(S(i)) A(S)i+ kA(S(i)) A(S)k2 :

2

Using the Cauchy-Schwartz inequality and Equation ([12.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) we further obtain that

`(A(S(i)); zi) `(A(S); zi)

kr`(A(S); zi)k kA(S(i)) A(S)k + 2 kA(S(i)) A(S)k2

p2 `(A(S); zi) kA(S(i)) A(S)k + kA(S(i)) A(S)k2 :

2

By a symmetric argument it holds that,

`(A(S); z0) `(A(S(i)); z0)

q2 `(A(S(i)); z0) kA(S(i)) A(S)k + 2 kA(S(i)) A(S)k2 :

Plugging these inequalities into Equation ([13.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page176)) and rearranging terms we ob-tain that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | p |  | ) | | | `(A(S); zi) + `(A(S(i)); z0) | | | | | | | : |
| kA(S(i)) A(S)k ( m2 | | | |
|  |  |  |  |  |  | p |  |  |  | q |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |
| Combining the preceding with the assumptionm=2 yields | | | | | | | | | | | | | |  |
|  |  | p |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 8 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| kA(S(i)) A(S)k | | p`(A(S); zi) + q`(A(S(i)); z0) : | | | | | | | | | |  |
|  | |  |
| m | |  |

1. Regularization and Stability

Combining the preceding with Equation ([13.14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page177)) and again using the assumption

m=2 yield

`(A(S(i)); zi) `(A(S); zi)

p2 `(A(S); zi) kA(S(i)) A(S)k + 2 kA(S(i)) A(S)k2

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 4 | |  |  |  | 8 2 |  |  |  |  |  |  |  |  | 2 |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | | + |  |  | | `(A(S); zi) + `(A(S(i)); z0) | | | | | |  |
| m | |  | ( m)2 | |  |
|  |  |  |  |  |  |  |  | p | |  |  | q | | 2 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| m | | | | | p |  | | | + q`(A(S(i)); z0) | | | | |  |  |  |
| `(A(S); zi) | | |  |  |  |
|  | 8 | |  | |  |  |  |  |  |  |  |  |  |  |  |  |

24m `(A(S); zi) + `(A(S(i)); z0) ;

where in the last step we used the inequality (a+b)2 3(a2+b2). Taking expecta-tion with respect to S; z0; i and noting that E[`(A(S); zi)] = E[`(A(S(i)); z0)] = E[LS(A(S))], we conclude that:

corollary 13.7 Assume that the loss function is -smooth and nonnegative. Then, the RLM rule with the regularizer kwk2, where 2m , satis es

E h`(A(S(i)); zi) `(A(S); zi)i 48m E[LS(A(S))]:

Note that if for all z we have `(0; z) C, for some scalar C > 0, then for every S,

LS(A(S)) LS(A(S)) + kA(S)k2 LS(0) + k0k2 = LS(0) C:

Hence, Corollary [13.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page178) also implies that

E h`(A(S(i)); zi) `(A(S); zi)i 48 C :

m

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 13.4 | Controlling the Fitting-Stability Tradeo | | | | |  |  |  |
|  | We can rewrite the expected risk of a learning algorithm as | | | | | | |  |
|  | E[L | D | (A(S))] = E[LS(A(S))] + E[L (A(S)) | | |  | LS(A(S))]: | (13.15) |
|  | S | S | S | D |  |  |

The rst term re ects how well A(S) ts the training set while the second term re ects the di erence between the true and empirical risks of A(S). As we have shown in Theorem [13.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174), the second term is equivalent to the stability of A. Since our goal is to minimize the risk of the algorithm, we need that the sum of both terms will be small.

In the previous section we have bounded the stability term. We have shown that the stability term decreases as the regularization parameter, , increases. On the other hand, the empirical risk increases with . We therefore face a

|  |  |
| --- | --- |
| 13.4 Controlling the Fitting-Stability Tradeo | 179 |
|  |  |

tradeo between tting and over tting. This tradeo is quite similar to the bias-complexity tradeo we discussed previously in the book.

We now derive bounds on the empirical risk term for the RLM rule. Recall that the RLM rule is de ned as A(S) = argminw LS(w) + kwk2 . Fix some arbitrary vector w . We have

LS(A(S)) LS(A(S)) + kA(S)k2 LS(w ) + kw k2:

Taking expectation of both sides with respect to S and noting that ES[LS(w )] = LD(w ), we obtain that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| E[LS(A(S))] |  | L | (w ) + | w | 2: | (13.16) |
| S | D | k | k |  |  |

Plugging this into Equation ([13.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page178)) we obtain

E[LD(A(S))] LD(w ) + kw k2 + E[LD(A(S)) LS(A(S))]:

S S

Combining the preceding with Corollary [13.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page176) we conclude:

corollary 13.8 Assume that the loss function is convex and -Lipschitz. Then, the RLM rule with the regularization function kwk2 satis es

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8 | w ; E[L (A(S))] |  |  | (w ) + | w | 2 + | 2 2 | |
| L |  | : |
|  |
| S D | D | k | k |  | m | |

This bound is often called an oracle inequality { if we think of w as a hy-pothesis with low risk, the bound tells us how many examples are needed so that A(S) will be almost as good as w , had we known the norm of w . In practice, however, we usually do not know the norm of w . We therefore usually tune on the basis of a validation set, as described in Chapter [11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page144).

We can also easily derive a PAC-like guarantee[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179) from Corollary [13.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179) for convex-

Lipschitz-bounded learning problems:

corollary 13.9 Let (H; Z; `) be a convex-Lipschitz-bounded learning problem

q

with parameters ; B. For any training set size m, let = 2 2 . Then, the

B2 m

RLM rule with the regularization function kwk2 satis es

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E[L (A(S))] | |  | min L |  | (w) + B | | r | 8 |  | : |
| D |  |  |
| S | D | w2H |  |  | m | | |
|  |  |  | m | 8 2B2 | | |  |  | every distribution D, | |
| In particular, for every | > 0, | if |  |  | then | for | |
|  | 2 |

ES[LD(A(S))] minw2H LD(w) + .

The preceding corollary holds for Lipschitz loss functions. If instead the loss function is smooth and nonnegative, then we can combine Equation ([13.16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179)) with Corollary [13.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page178) to get:

1. Again, the bound below is on the expected risk, but using Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page181) it can be used to derive an agnostic PAC learning guarantee.

1. Regularization and Stability

corollary 13.10 Assume that the loss function is convex, -smooth, and nonnegative. Then, the RLM rule with the regularization function kwk2, for

2m , satis es the following for all w :

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S D |  |  | m | | S |  |  |  |  |  | m | |  | D | k | k |  |  |
| E[L (A(S))] |  | 1 + | 48 |  | E[LS | (A(S))] | | |  | 1 + | 48 |  |  | L (w ) + | | w | 2 | : |
|  |  |  |  |  |  |
| For example, if we choose = | | | | | | 48 | | we obtain from the preceding that the | | | | | | | | | | |
|  | m |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

expected true risk of A(S) is at most twice the expected empirical risk of A(S).

Furthermore, for this value of , the expected empirical risk of A(S) is at most LD(w ) + 48m kw k2.

We can also derive a learnability guarantee for convex-smooth-bounded learn-ing problems based on Corollary [13.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179).

corollary 13.11 Let (H; Z; `) be a convex-smooth-bounded learning problem with parameters ; B. Assume in addition that `(0; z) 1 for all z 2 Z. For any

2 (0; 1) let m 150 B2 and set = =(3B2). Then, for every distribution D,

2

E[LD(A(S))] min LD(w) + :

S w2H

13.5 Summary

We introduced stability and showed that if an algorithm is stable then it does not over t. Furthermore, for convex-Lipschitz-bounded or convex-smooth-bounded problems, the RLM rule with Tikhonov regularization leads to a stable learning algorithm. We discussed how the regularization parameter, , controls the trade-o between tting and over tting. Finally, we have shown that all learning prob-lems that are from the families of convex-Lipschitz-bounded and convex-smooth-bounded problems are learnable using the RLM rule. The RLM paradigm is the basis for many popular learning algorithms, including ridge regression (which we discussed in this chapter) and support vector machines (which will be discussed in Chapter [15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202)).

In the next chapter we will present Stochastic Gradient Descent, which gives us a very practical alternative way to learn convex-Lipschitz-bounded and convex-smooth-bounded problems and can also be used for e ciently implementing the RLM rule.

13.6 Bibliographic Remarks

Stability is widely used in many mathematical contexts. For example, the neces-sity of stability for so-called inverse problems to be well posed was rst recognized by Hadamard (1902). The idea of regularization and its relation to stability be-came widely known through the works of Tikhonov (1943) and Phillips (1962).

|  |  |
| --- | --- |
| 13.7 Exercises | 181 |
|  |  |

In the context of modern learning theory, the use of stability can be traced back at least to the work of Rogers & Wagner (1978), which noted that the sensitiv-ity of a learning algorithm with regard to small changes in the sample controls the variance of the leave-one-out estimate. The authors used this observation to obtain generalization bounds for the k-nearest neighbor algorithm (see Chap-ter [19](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page258)). These results were later extended to other \local" learning algorithms (see Devroye, Gy•or & Lugosi (1996) and references therein). In addition, practi-cal methods have been developed to introduce stability into learning algorithms, in particular the Bagging technique introduced by (Breiman 1996).

Over the last decade, stability was studied as a generic condition for learnabil-ity. See (Kearns & Ron 1999, Bousquet & Elissee 2002, Kutin & Niyogi 2002, Rakhlin, Mukherjee & Poggio 2005, Mukherjee, Niyogi, Poggio & Rifkin 2006). Our presentation follows the work of Shalev-Shwartz, Shamir, Srebro & Sridha-ran (2010), who showed that stability is su cient and necessary for learning. They have also shown that all convex-Lipschitz-bounded learning problems are learnable using RLM, even though for some convex-Lipschitz-bounded learning problems uniform convergence does not hold in a strong sense.

13.7 Exercises

1. From Bounded Expected Risk to Agnostic PAC Learning: Let A be

an algorithm that guarantees the following: If m mH( ) then for every distribution D it holds that

E [LD(A(S))] min LD(h) + :

S Dm h2H

Show that for every 2 (0; 1), if m mH( ) then with probability of at least 1 it holds that LD(A(S)) minh2H LD(h) + .

Hint: Observe that the random variable LD(A(S)) minh2H LD(h) is nonnegative and rely on Markov's inequality.

For every 2 (0; 1) let

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| mH( ; ) = mH( =2)dlog2(1= )e + log(4= ) + | | 2 d | 2 | e | | : |
|  |  | log( log | | (1= ) ) | |  |
|  |  |  |  |  |  |  |

Suggest a procedure that agnostic PAC learns the problem with sample complexity of mH( ; ), assuming that the loss function is bounded by 1.

Hint: Let k = dlog2(1= )e. Divide the data into k +1 chunks, where each of the rst k chunks is of size mH( =2) examples. Train the rst k chunks using A. On the basis of the previous question argue that the probability that for all of these chunks we have LD(A(S)) > minh2H LD(h) + is at most 2 k =2. Finally, use the last chunk as a validation set.

2. Learnability without Uniform Convergence: Let B be the unit ball of

1. Regularization and Stability

Rd, let H = B, let Z = B f0; 1gd, and let ` : Z H ! R be de ned as follows:

d

X

`(w; (x; )) = i(xi wi)2:

i=1

This problem corresponds to an unsupervised learning task, meaning that we do not try to predict the label of x. Instead, what we try to do is to nd the \center of mass" of the distribution over B. However, there is a twist, modeled by the vectors . Each example is a pair (x; ), where x is the instance x and

indicates which features of x are \active" and which are \turned o ." A hypothesis is a vector w representing the center of mass of the distribution, and the loss function is the squared Euclidean distance between x and w, but only with respect to the \active" elements of x.

Show that this problem is learnable using the RLM rule with a sample complexity that does not depend on d.

Consider a distribution D over Z as follows: x is xed to be some x0, and each element of is sampled to be either 1 or 0 with equal probability. Show that the rate of uniform convergence of this problem grows with

d.

Hint: Let m be a training set size. Show that if d 2m, then there is a high probability of sampling a set of examples such that there exists some j 2 [d] for which j = 1 for all the examples in the training set. Show that such a sample cannot be -representative. Conclude that the sample complexity of uniform convergence must grow with log(d).

Conclude that if we take d to in nity we obtain a problem that is learnable but for which the uniform convergence property does not hold. Compare to the fundamental theorem of statistical learning.

1. Stability and Asymptotic ERM Are Su cient for Learnability:

We say that a learning rule A is an AERM (Asymptotic Empirical Risk Minimizer) with rate (m) if for every distribution D it holds that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| S Dm | LS(A(S)) |  | h2H |  |  |
| E |  | min LS(h) |  | (m): |

We say that a learning rule A learns a class H with rate (m) if for every distribution D it holds that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| S Dm |  | D | (A(S)) | h2H D |  | (m): |
| E | L |  | min L (h) |  |
| Prove the following: |  |  |  |  |  |  |

theorem 13.12 If a learning algorithm A is on-average-replace-one-stable with rate 1(m) and is an AERM with rate 2(m), then it learns H with rate 1(m) + 2(m).

|  |  |
| --- | --- |
| 13.7 Exercises | 183 |
|  |  |

1. Strong Convexity with Respect to General Norms:

Throughout the section we used the `2 norm. In this exercise we generalize some of the results to general norms. Let k k be some arbitrary norm, and let f be a strongly convex function with respect to this norm (see De nition [13.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174)).

1. Show that items 2{3 of Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175) hold for every norm.
2. (\*) Give an example of a norm for which item 1 of Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175) does not hold.
3. Let R(w) be a function that is (2 )-strongly convex with respect to some norm k k. Let A be an RLM rule with respect to R, namely,

A(S) = argmin (LS(w) + R(w)) :

w

Assume that for every z, the loss function `( ; z) is -Lipschitz with respect to the same norm, namely,

8z; 8w; v; `(w; z) `(v; z) kw vk :

Prove that A is on-average-replace-one-stable with rate 2 2 .

m

4. (\*) Let q 2 (1; 2) and consider the `q-norm

|  |  |  |  |
| --- | --- | --- | --- |
| kwkq = | d | jwijq!1=q | : |
|  | Xi |  |  |
|  | =1 |  |  |

It can be shown (see, for example, Shalev-Shwartz (2007)) that the function

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 1 | | kwkq2 |  |  |  |  |  |
|  |  | R(w) = |  |  |  |  |  |  |
|  |  | 2(q 1) |  |  |  |  |  |
| is 1-strongly convex with respect to kwkq. Show that if q = | | | | | |  | log(d) |  | then |
| log(d) 1 | | |
| R(w) is | 1 | -strongly convex with respect to the `1 | | | norm over Rd. | | | | |
| 3 log(d) |

1. Stochastic Gradient Descent

Recall that the goal of learning is to minimize the risk function, LD(h) = Ez D[`(h; z)]. We cannot directly minimize the risk function since it depends on the unknown distribution D. So far in the book, we have discussed learning methods that depend on the empirical risk. That is, we rst sample a training set S and de ne the empirical risk function LS(h). Then, the learner picks a hypothesis based on the value of LS(h). For example, the ERM rule tells us to pick the hypothesis that minimizes LS(h) over the hypothesis class, H. Or, in the previous chapter, we discussed regularized risk minimization, in which we pick a hypothesis that jointly minimizes LS(h) and a regularization function over h.

In this chapter we describe and analyze a rather di erent learning approach, which is called Stochastic Gradient Descent (SGD). As in Chapter [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156) we will focus on the important family of convex learning problems, and following the notation in that chapter, we will refer to hypotheses as vectors w that come from a convex hypothesis class, H. In SGD, we try to minimize the risk function LD(w) directly using a gradient descent procedure. Gradient descent is an iterative optimization procedure in which at each step we improve the solution by taking a step along the negative of the gradient of the function to be minimized at the current point. Of course, in our case, we are minimizing the risk function, and since we do not know D we also do not know the gradient of LD(w). SGD circumvents this problem by allowing the optimization procedure to take a step along a random direction, as long as the expected value of the direction is the negative of the gradient. And, as we shall see, nding a random direction whose expected value corresponds to the gradient is rather simple even though we do not know the underlying distribution D.

The advantage of SGD, in the context of convex learning problems, over the regularized risk minimization learning rule is that SGD is an e cient algorithm that can be implemented in a few lines of code, yet still enjoys the same sample complexity as the regularized risk minimization rule. The simplicity of SGD also allows us to use it in situations when it is not possible to apply methods that are based on the empirical risk, but this is beyond the scope of this book.

We start this chapter with the basic gradient descent algorithm and analyze its convergence rate for convex-Lipschitz functions. Next, we introduce the notion of subgradient and show that gradient descent can be applied for nondi erentiable functions as well. The core of this chapter is Section [14.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page191), in which we describe

|  |  |
| --- | --- |
| 14.1 Gradient Descent | 185 |
|  |  |

the Stochastic Gradient Descent algorithm, along with several useful variants. We show that SGD enjoys an expected convergence rate similar to the rate of gradient descent. Finally, we turn to the applicability of SGD to learning problems.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 14.1 | Gradient Descent |  |  |  |  |  |  |  |
|  | Before we describe the stochastic gradient descent method, we would like to | | | | | | | |
|  | describe the standard gradient descent approach for minimizing a di erentiable | | | | | | | |
|  | convex function f(w). |  |  |  |  |  |  |  |
|  | The gradient of a di erentiable function f : Rd ! R at w, denoted rf(w), | | | | | | | |
|  | is the vector of partial derivatives of f, namely, rf(w) = | |  | @f(w) | | @f(w) | | |
|  |  |  | ; : : : ; |  |  | . |
|  |  | @w[1] | @w[d] |
|  | Gradient descent is an iterative algorithm. We start with | an initial value of w | | | | | | |
|  |  |  | | |  |  |  |
|  | (say, w(1) = 0). Then, at each iteration, we take a step in the direction of the | | | | | | | |
|  | negative of the gradient at the current point. That is, the update step is | | | | | | | |
|  | w(t+1) = w(t)rf(w(t)); |  |  |  |  | (14.1) | | |

where > 0 is a parameter to be discussed later. Intuitively, since the gradi-ent points in the direction of the greatest rate of increase of f around w(t), the algorithm makes a small step in the opposite direction, thus decreasing the value of the function. Eventually, after T iterations, the algorithm outputs the averaged vector, w = T1 PTt=1 w(t). The output could also be the last vector, w(T ), or the best performing vector, argmint2[T ] f(w(t)), but taking the average turns out to be rather useful, especially when we generalize gradient descent to nondi erentiable functions and to the stochastic case.

Another way to motivate gradient descent is by relying on Taylor approxima-tion. The gradient of f at w yields the rst order Taylor approximation of f around w by f(u) f(w) + hu w; rf(w)i. When f is convex, this approxi-mation lower bounds f, that is,

f(u) f(w) + hu w; rf(w)i:

Therefore, for w close to w(t) we have that f(w) f(w(t))+hw w(t); rf(w(t))i. Hence we can minimize the approximation of f(w). However, the approximation might become loose for w, which is far away from w(t). Therefore, we would like to minimize jointly the distance between w and w(t) and the approximation of

1. around w(t). If the parameter controls the tradeo between the two terms, we obtain the update rule

w(t+1) = argmin 1 kw w(t)k2 + f(w(t)) + hw w(t); rf(w(t))i :

w 2

Solving the preceding by taking the derivative with respect to w and comparing it to zero yields the same update rule as in Equation ([14.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page185)).

1. Stochastic Gradient Descent
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Figure 14.1 An illustration of the gradient descent algorithm. The function to be minimized is 1:25(x1 + 6)2 + (x2 8)2.

14.1.1 Analysis of GD for Convex-Lipschitz Functions

To analyze the convergence rate of the GD algorithm, we limit ourselves to the case of convex-Lipschitz functions (as we have seen, many problems lend themselves easily to this setting). Let w? be any vector and let B be an upper bound on kw?k. It is convenient to think of w? as the minimizer of f(w), but the analysis that follows holds for every w?.

We would like to obtain an upper bound on the suboptimality of our solution

with respect to w?, namely, f(w) f(w?), where w = 1 PT w(t). From the

T t=1

de nition of w, and using Jensen's inequality, we have that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| f(w) f(w ) = f | T | =1 w | ! | f(w ) |
|  |  | T |  |  |
| ? | 1 | Xt | (t) | ? |
|  |

T

1 X

T t=1 f(w(t)) f(w?)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| = | 1 | T |  | f(w(t)) f(w?) | : | (14.2) |
| T | t=1 |
|  |  | X | |  |  |  |

For every t, because of the convexity of f, we have that

|  |  |
| --- | --- |
| f(w(t)) f(w?) hw(t) w?; rf(w(t))i: | (14.3) |

Combining the preceding we obtain

T

f(w) f(w?) T1 Xhw(t) w?; rf(w(t))i:

t=1

To bound the right-hand side we rely on the following lemma:

|  |  |
| --- | --- |
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|  |  |

lemma 14.1 Let v1; : : : ; vT be an arbitrary sequence of vectors. Any algorithm with an initialization w(1) = 0 and an update rule of the form

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | w(t+1) = w(t)vt | | |  |  |  |  |  | (14.4) |
| satis es |  |  |  |  |  |  |  |  |  |  |  |  |
| T |  | w(t) |  | w?; v | kw?k2 | + |  | | T | v 2 | : | (14.5) |
| Xt |  |  |  |  |  | X |
| h |  |  | ti2 | |  |  |  |  |  |  |
| =1 |  |  |  | 2 t=1 k tk | | |  |  |

In particular, for every B; > 0, if for all t we have that kvtk and if we set

q

=

Proof

B2 , then for every w? with kw?k B we have

2 T

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1 | T |  | B | | |
|  | Xt |  |  |  |  |
|  |  |  |  |  |
| T | hw(t) w?; vti pT : | | | |
| =1 |
|  |  |  |  |  |

Using algebraic manipulations (completing the square), we obtain:

hw(t) w?; vti = 1 hw(t) w?; vti

1. 21 ( kw(t) w? vtk2 + kw(t) w?k2 + 2kvtk2)
2. 21 ( kw(t+1) w?k2 + kw(t) w?k2) + 2 kvtk2;

where the last equality follows from the de nition of the update rule. Summing the equality over t, we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| T | hw(t) w?; vti = |  | 1 T | |  | kw(t+1) | w?k2 | + kw(t) w?k2 + | T | | kvtk2 | : |
| t=1 | 2 t=1 | | | 2 t=1 | |
| X |  |  |  | X | |  |  |  |  | X | |  |
|  |  |  |  |  |  |  |  |  |  |  | (14.6) | |

The rst sum on the right-hand side is a telescopic sum that collapses to

kw(1) w?k2 kw(T +1) w?k2:

Plugging this in Equation ([14.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page187)), we have

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| T | 1 | |  |  | T |
| Xt |  |  |  |  | X |
| 2 (kw(1) w?k2 kw(T +1) w?k2) + | | | 2 |
| hw(t) w?; vti = | kvtk2 |
| =1 |  |  |  |  | t=1 |

T

1 kw(1) w?k2 + X kvtk2

2 2

T

= 21 kw?k2 + 2 X kvtk2;

t=1

where the last equality is due to the de nition w(1) = 0. This proves the rst part of the lemma (Equation ([14.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page187))). The second part follows by upper bounding kw?k by B, kvtk by , dividing by T , and plugging in the value of . ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

1. Stochastic Gradient Descent

|  |  |
| --- | --- |
| Lemma [14.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186) applies to the GD algorithm with vt = rf(w(t)). As we will | |
| show later in Lemma [14.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page190), if f is -Lipschitz, then krf(w(t))k . We therefore | |
| satisfy the lemma's conditions and achieve the following corollary: | |
| corollary 14.2 Let f be a convex, -Lipschitz function, and let w? 2 argminfw:kwk Bg f(w). | |
| If we run the GD algorithm on f for T steps with = | B2 , then the output |
| vector w satis es | q 2 T |

|  |  |  |  |
| --- | --- | --- | --- |
| f(w) f(w?) | B | |  |
| p |  | : |
| T |

Furthermore, for every > 0, to achieve f(w) f(w?) , it su ces to run the GD algorithm for a number of iterations that satis es

B2 2

T 2 :

|  |  |  |
| --- | --- | --- |
| 14.2 | Subgradients |  |
|  | The GD algorithm requires that the function f be di erentiable. We now gener- | |
|  | alize the discussion beyond di erentiable functions. We will show that the GD | |
|  | algorithm can be applied to nondi erentiable functions by using a so-called sub- | |
|  | gradient of f(w) at w(t), instead of the gradient. |  |
|  | To motivate the de nition of subgradients, recall that for a convex function f, | |
|  | the gradient at w de nes the slope of a tangent that lies below f, that is, |  |
|  | 8u; f(u) f(w) + hu w; rf(w)i: | (14.7) |
|  | An illustration is given on the left-hand side of Figure [14.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189). |  |
|  | The existence of a tangent that lies below f is an important property of convex | |
|  | functions, which is in fact an alternative characterization of convexity. |  |
|  | lemma 14.3 Let S be an open convex set. A function f : S ! R is convex i | |
|  | for every w 2 S there exists v such that |  |
|  | 8u 2 S; f(u) f(w) + hu w; vi: | (14.8) |
|  | The proof of this lemma can be found in many convex analysis textbooks (e.g., | |
|  | (Borwein & Lewis 2006)). The preceding inequality leads us to the de nition of | |
|  | subgradients. |  |

definition 14.4 (Subgradients) A vector v that satis es Equation ([14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page188)) is called a subgradient of f at w. The set of subgradients of f at w is called the di erential set and denoted @f(w).

An illustration of subgradients is given on the right-hand side of Figure [14.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189). For scalar functions, a subgradient of a convex function f at w is a slope of a line that touches f at w and is not above f elsewhere.

|  |  |
| --- | --- |
| 14.2 Subgradients | 189 |
|  |  |
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Figure 14.2 Left: The right-hand side of Equation ([14.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page188)) is the tangent of f at w. For

a convex function, the tangent lower bounds f. Right: Illustration of several subgradients of a nondi erentiable convex function.

14.2.1 Calculating Subgradients

How do we construct subgradients of a given convex function? If a function is di erentiable at a point w, then the di erential set is trivial, as the following claim shows.

claim 14.5 If f is di erentiable at w then @f(w) contains a single element { the gradient of f at w, rf(w).

Example 14.1 (The Di erential Set of the Absolute Function) Consider the absolute value function f(x) = jxj. Using Claim [14.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189), we can easily construct the di erential set for the di erentiable parts of f, and the only point that requires special attention is x0 = 0. At that point, it is easy to verify that the subdi erential is the set of all numbers between 1 and 1. Hence:

|  |  |  |  |
| --- | --- | --- | --- |
| @f(x) = | 8 | f1g | if x > 0 |
|  | > | f 1g | if x < 0 |
|  | > |  |  |
|  | < |  |  |
|  | > | [ 1; 1] | if x = 0 |
|  | > |  |  |
|  | : |  |  |

For many practical uses, we do not need to calculate the whole set of subgra-dients at a given point, as one member of this set would su ce. The following claim shows how to construct a sub-gradient for pointwise maximum functions.

claim 14.6 Let g(w) = maxi2[r] gi(w) for r convex di erentiable functions g1; : : : ; gr. Given some w, let j 2 argmaxi gi(w). Then rgj(w) 2 @g(w).

Proof Since gj is convex we have that for all u

gj(u) gj(w) + hu w; rgj(w)i:

Since g(w) = gj(w) and g(u) gj(u) we obtain that

g(u) g(w) + hu w; rgj(w)i;

which concludes our proof.

1. Stochastic Gradient Descent

Example 14.2 (A Subgradient of the Hinge Loss) Recall the hinge loss function from Section [12.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page167), f(w) = maxf0; 1 yhw; xig for some vector x and scalar y. To calculate a subgradient of the hinge loss at some w we rely on the preceding claim and obtain that the vector v de ned in the following is a subgradient of the hinge loss at w:

(

0 if 1 yhw; xi 0

1. =

yx if 1 yhw; xi > 0

14.2.2 Subgradients of Lipschitz Functions

Recall that a function f : A ! R is -Lipschitz if for all u; v 2 A

jf(u) f(v)j ku vk:

The following lemma gives an equivalent de nition using norms of subgradients.

lemma 14.7 Let A be a convex open set and let f : A ! R be a convex function. Then, f is -Lipschitz over A i for all w 2 A and v 2 @f(w) we have that kvk .

Proof Assume that for all v 2 @f(w) we have that kvk . Since v 2 @f(w) we have

f(w) f(u) hv; w ui:

Bounding the right-hand side using Cauchy-Schwartz inequality we obtain

f(w) f(u) hv; w ui kvk kw uk kw uk:

An analogous argument can show that f(u) f(w) kw uk. Hence f is -Lipschitz.

Now assume that f is -Lipschitz. Choose some w 2 A; v 2 @f(w). Since A is open, there exists > 0 such that u = w + v=kvk belongs to A. Therefore, hu w; vi = kvk and ku wk = . From the de nition of the subgradient,

f(u) f(w) hv; u wi = kvk:

On the other hand, from the Lipschitzness of f we have

= ku wk f(u) f(w):

Combining the two inequalities we conclude that kvk .

14.2.3 Subgradient Descent

The gradient descent algorithm can be generalized to nondi erentiable functions by using a subgradient of f(w) at w(t), instead of the gradient. The analysis of the convergence rate remains unchanged: Simply note that Equation ([14.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186)) is true for subgradients as well.

|  |  |
| --- | --- |
| 14.3 Stochastic Gradient Descent (SGD) | 191 |
|  |  |

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAGlAw8DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD3+iiigAooooAKKKKACiiigAooooAKKKKACiiqkmoQq7RxB55V4KRLuwfc9B+JqZTjHdkznGCvJluop7mC2QPPNHEpOAXYDJqv9nu7jBuLgRJ1McGQfoX6/lipYLG1tnLxQIsh6yEZY/VjyajmnL4Vb1/yX+Znz1JfCrev+S/VkX295eLW0mk/2pFMS/8Aj3P5A0uzUZB809vAD1VIy5H0YkD/AMdq5RT9m38Un+X9feHsm/ik/lp+X+ZTNg7gCW+u5F9Nyp+qAH9aDplq/wDrFllXukszup+qsSDVyij2MOq/X82P2FPqr+uv5tlM6TprddPtD9YV/wAKBpOmr00+0H0hX/CrlFHsaf8AKvuX+QfV6P8AIvuX+RT/ALKsh/qofI7H7Oxiz9dpGaDp4U5hurqInr+9L/o+4Vcoo9jT6L9PysHsKXSNvTT8rFMw38RzFdJMvXbOmD/30uAP++TQbu5iJ+0WTbf70D+YB9RgH8gauUUezt8La/H8/wDMXsmvhk1+P5/5leC+tblykU6NIOsZOGH1U8irFRT20FygWeGOVQcgOoOD+NVxaT22Psk5KDpBMcqB7NjcP1+lK847q/p/l/kw5qkfiV15f5P9GXaKpDUPJ+W9haAjHzjLxn/gWOPxAq6CCMg5Bq4zjLYuFSM9mFFFFUWFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFMkljhjLyuqIOrMcAVV+2S3JC2UZIPJmlQqgHsOC38veolOMdHuZzqRi7Pft1LtVpdQtYpDEZd8o6xxqXYfULkioxp/nZa9lacnHyDKR/wDfOefxJq1FDFBGI4Y0jQdFRQAPwFTepLZW/H/gfiTerLZJeur+7b8Sr9ovZv8AU2gjUj71w+D/AN8jOfoSKX7Neyf62/2Y6fZ4Qv57t39KuUU/Z3+Jt/h+Vg9jf4pN/O35W/Mp/wBnoxJluLqRj389k/RMD9KP7KsScyW6TN/enzIfzbJq5RR7Gn2/r53H7Cl1ivz/ADuUjo+mE5OnWhJ/6YL/AIU7+ytOxj7Ba49PJX6elW6KPY0/5V9y/wAg+r0f5F9y/wAimNMtgMKbhF7KlzIoH0AbA/Cj7DKoxHqF0g7A7Gx+LKSfzq5RR7GHRf194ewp9Fb0uvyZTH9pR8EWs47HLRH8vmz+lJ/aKx/8fcMtueMsw3J/30MgfjirtFHJJfDL79f+D+IvZyXwyfz1/wAn+IyKaKeMSQyJIh6MjAg/iKfVWbT7aWQy+WI5+vnRja/59/xpn+n22QNl3GO7Nsk/QbT+lLnlH4l93+W/5hzzj8a+a1/Df8y7RVeC9hnfyxvSXGTHIhVsfQ9fwqxWkZKSumaRnGSvF3CiiimUFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFBIAyTgCgAqC4u47barZaR/uRqMs3+fWoDdS3hKWWBH0Nww+Uf7o/i+vT61Pb2kdtuZctI/wB+Rjlm/H+lZc7n8H3/AOXf8vUx9o56U9u/+Xf8vUgFvc3QJuZmhRv+WMJHT3bGT+GKtxRRwxiOJFRB0VRgU+iqjBR16lQpxi77vv8A1+lgoooqzQKKbJJHEheR1RB1ZjgCqv8AaULj9xHPcE9PLjOD/wACOF/WolUjHRsiVSENJMuUVU86/YkpZxKvYSz4b8QqkfrSBNRYZM1rGefl8pnx6c7hn8hS9p2T+7/OxPte0W/l/nYuUVTNteyH578xgdPs8Kr+e/d+mKBa3kfMeoM//XxErD/x3bRzy/lf4f5i9pL+R/h+Vy5RVTy9Q/5+bX/wHb/4uk86/jUF7SKQDr5M3zH6BgB+tHtLbp/d/lcftbbxa+X+TZcoqmdQWM/6Rb3EC9nZAy/iVJx+OKsQ3EFym+CaOVfVGDD9KcakZOyeo41YSdk9fx+52ZJRRRVmgEAjBGQapfYpbcn7DMsSHrFIhdM+3II/l7VdoqZQUtyJ04z3/wCCVIb3MoguU8mc9ATlX/3T3+nWrdRzQx3ERjlQOh6g1V/0mw/vXNsP+/kY/wDZh+v1qOaUPi1Xf/P/ADX3GfNKn8Wq7/5r9V80XqKZFLHNGJInV0PRlORT61TvqjZNNXQUUUUDCiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKyU8TaS+sTaULtftkLRo0ZBzuffhQOucRsfpg9DWjcXMVqgaVsZOFAGSx9AO9VUhKkr1FbrqS5RSu3oS1Se8aZzDZKJGBw8h+4n+J9h+lJ5Nxfc3OYYD/wAsVPzN/vEdPoPzq4iLGgRFCqowABgCsLyntovx/wCB+ZnedTbRfi/8vnr5IrR2I8xZbiV7iRfu7wAqn1CgY/mat0UVcYKOxpCEYfCgoooqigoqCe8t7YhZZlVz0QcsfoByai+3PISLezuJO2518tc/8CwfxANQ6kE7X1/rsZyrQTtfX7/yuXKKpl9RYYENrGePm81nx68bRn8xS+XqP/P1a9/+XZv/AIul7TtF/d/wRe17Rf3f5st0VS+xXLctqlyCeoRIgv4ZUn9TSiG/UYW8hYc4MluSfxwwH6Uc8usX+H+YvaS6wf4f5lyiqhXUUIIktZRn7uxo+Prlv5Un2m7TiTT3Y4zmCVWH0+Yqf0o9olumvl/lcftkt018v8rlyiqY1S1B2zSG3f8AuzjZn6E8H8CauAgjIOQaqM4y+FlQqQn8LuFFFFUWRT20VygWVM4OVIOCp9QRyKrbb20HysLqIfwsMSY/3s4b8h9avUVEqabutH/X3mcqSk+ZaPuv61+ZFb3MV0haJs4OGBGCp9CO1S1WuLNZnE0bGK4AwJV6/QjuPrTI7t45BDeKsbnhJAfkk+nofb+dSpuOk/v6f8D+tSVUcXap9/T/AIH5eZcooorU2CiiigAooooAKKKKACiiigAooooAKKKKACmq6OzqrqxQ7WAOdpwDg+nBB/Gh1LxsquyEggMuMr7jORXlGh6JrPhfxNPqmrXd/Ho32x8FpYnEZaOMCSTEeNhwEym3ZtxnaSa7MNho14zbnZpaLv5Lz/r1mUrHrNFAORkdKZNNHbxNLK4VFGSTXE2krsbaSuwlljhjMkrqiDqzHAqkEk1F90qvHaAfLGTgy+7DsPb86dFDLdyx3N0iqi/NFD12k929/wCVXqys6m+35+vl5ff2MbOrrL4e3f18vL7+wAADAGAKKKK2NwoqC4u4rYqrZaR/uRoMs30H9elQeVdXmTM720XQRRlSzD/aODj8D+NZyqJO0dWZSqpPlirv+t3svz8iae9igfyvmkmIyI41LN/9b6mott/cD5njtUI6R/O/5kYH5GrEFtBbIUghjiUnJCKBk1LS5JS+J/Jf57/kL2cpfG/ktPx3/Iqx6fbo4kcNNKOQ8zFyD7Z4X8MVaooq4xjH4UaRhGCtFWCiiiqKCiiigAooooAKrz2NtcOHkiHmAYEi5Vx9GHI/OrFFKUVJWkrkyhGStJXKX2e7g5guvNX/AJ53Azx7MOfzzSpqCBhHcxvbyE7RuB2k+zdD/P2q5TXRZEKOoZSMFWGQaz9m4/A/1X+Zn7Nx+B/J6r/Nff8AIdRVL7FJbc2Muxc58huUP07r+HHtUkF6kjiKVWhn/wCeb9/oejfhTVTW0lZ/gNVbPlmrP8Pk/wBHZlmiiitDUpSW8ttM9xaAENzJBjAc+oPY/wA6nt7mO5Qsm4EHDKwwyn0Iqaqtxas0ouLdljuAMZI4cejf54rJxcNY7dv8v8jFxdPWG3b/AC/y2fky1RUFrci5iyV2SKdsiZ5VqnrSMlJXRpGSkuZBRRRTKCiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAa7pFG0kjqiKCzMxwAB1JNRXl9aafbNc3t1DbQL96WaQIo+pPFcx8SNFv9d8HXdrpzXJuNjFYoZETzPlPBLKTjqMKRnOCcE1heH/hBosbyXniWO51vU/MOZ9QujMrgfxBeMA/3W3EYxk9T0OjH2Kqc2t2rdRX1sao+Kvhe71mPR9Hun1bUpSypDaKNpIGT+8cqhGATwT0rTuptfa0lury6sNEs4kMkjIDcyqoGSdxCop/4C9cv4XsrTWPijq+p2drBBpXh+L+y7KOGMInnn5pmAHAI4X6EV0Gp3La7r6aVbhZLSycSXAY/LLMPmVD/spwx9WKD+9RRnGOskrLd7v0Sel3stHr6MipJQV2cnofgu7GvNrmoahqst1MIpLSN71xOIt0haKUqwwpHlMegDZAGBg+m2tqyN59w3mXLDk54T2X0H86da2ot1ZmIeaQ7pJMY3H/AAHYVYqMTiauLmqlbpsuiX+f/Bt1M6dJt80/u7f8H8uncKKKKyOgKCQBknAFU3vi7tHaRGd1OGbICKfc/wCGaQaeJSGvZWuSOQjgBFPsoHP45rL2l9IK/wCX9ehj7Xm0pq/5ff1+Vw+3GcgWURmHeRiUQfjjn8M0fZLicZurtwD1jt/kX/vr735EfSroAAwBgCij2d/jd/wX9erD2Tl/Ed/wX9erIoLWC2BEMSpnqQOW+p6n8aloorRJJWRrGKirJWCiiimMKKKKACiiigAIBGCMg1TOmW6km2L2resDbR9dv3SfqKuUVMoRl8SInThP4kUi1/bg5WO6Qd1+R/y6E/lU0F3DclhGx3r95GUqy/UHmp6guLSC6A82MFl+644ZfoeoqOWUfhd/J/5/8ORyTj8Dv5P/AD3++5PRVEm7szli91B3OB5ifgPvfz+tWoZ4rhN8ThhnB9QfQjsaqM03Z6MqNRSfK9H2/rf5ElMmhjniaKVAyMMEGn0VTSasy2k1ZlBZZ7ABbgma3HAn/iX/AHh3+o/Gr4IIyDkGgjIwelZ5D6Zgpg2WcFe8Oe4/2fbtWWtP/D+X/A/L0MdaW+sfy/4H4rzW2hRSKyuoZWDKRkEHINLWxuFFFFABRRRQAUUUUAFFFFABRRRQAU10SWNo5FV0YFWVhkEHqCKdRQBzMUp8IzJbXDk6FI223nY5+xsekbn/AJ5nordvuntWvBE95Kt1coAgGYYiPu/7R/2v5Ux4ItYMguY1lsBlBEwysvYkjuOwH4+lZ9pPL4cu4tNvZGk02ZglldyHJjY9IZCfyVj16HnBbS31v3+q/wDJvP1Xbr8W+j50vaO7+Hp5+fp2+/sdFRRQSAMk4ArM6Aqm960rGKzQyPnBkKny09ee/wBB+lMaU6jmOBmW26PMuRu9lP8AX8quoiRIqIoVVGAAOBWV3P4Xp3/y/wA/uMOZ1Pgdl37+n+f3dyG2tRBudnMsz/fkYcn29h7VYoorSMVFWRrGKirIKKKrz3kMDiMkvMRkRRjcx/DsPc8USkoq7CUoxV5OxYoqlm/uOVCWif7YDyfodo/8epf7Nhc5neW4JOSJZCVP/ARhf0qOeT+Fffp/wTP2kpfBH79P+D+CHy39tFJ5Zl3SZ5jjUuw+oUEimnUFY4htrqVvTySn6vtH61YihigjEcMaRoOiooAH4Cn0WqPd2+X+f+Q+Wq95Jei/zf6FQ3c4/wCYddHj+9H/APF0C8nIydNuhz0LRf8AxdW6KOSX834IOSf8/wCCKhvmQ/vbO6jXH3ggf9EJP6Uf2nZBtr3CRN/dmzGfybBq3QQCMEZBo5ZrZ/ev8g5ai2lf1X+TAEEZByDRVM6ZaDJij+zserQExk/XHB/Ggx38P+rninUfwyptY/8AAhx/47RzyXxR+7X/ACYc84/FH7tfw0f5lyiqiahHvEc6PbyE4AlGAT7MOD+eat1UZxlsy4zjP4WFRT28VzHslQMOoPcH1B7GpaKbSasxtKSsyiJ5LEhbuTfCfuz7cY9mx/PpV4EEZByDQQCMEZBqgY5dP+aLMlqOsWMmMeq+o9vy9Kz1p+a/Ff5r8fUx96l5x/Ff5r8V5l+imo6Sxq6MGRhkEdDTq13N076oq3FsxkFxbkLcKMc9HHof6HtUltcLcxbgrIwOHRuqn0NTVTuYpIZTd24y2P3sf/PRR6f7Q/8ArVlJcj5lt1/z/rf1MZJ03zx26r9f8+/rvcopkUiTRJLG25HGQfUU+tU76o1TTV0FFFFAwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKZKJDC4iIEm07Seme1Pqpqeo2+ladNe3LqkUSliWOO1ApSUU5PY8y+Hmqm0+GenWelpnXtQuriNlmO4rMJG8yWT1Crg+/yjqa9H0TRrfRNNjtIcuwyZJm+/K5OWZj3JJJ/GvOfhNbrF4q8afaLQ2979rjuNjdYo5wZQoH8OeMj1A9K9XrSbSSh239f+Bt95CjzPnfy8v8AghRRUVxcxWqBpWxk4UAZLH0A71k2krsuUlFXews00cEZklbao/H/APXVUmbUCQpkgtuhJUq8n58qP1+lOigmnmS5uflC5McI/g9ye5x+VXKzs6m+i/P+u33mNpVd9I9ur9e3p9/YaiJFGqIoVFGAB0FOoorXY3StogooJAGScAVTOoLIdtpE9wf7y8J/30ePyzUynGO5E6kYbsuU13WNC7sFUDJZjgCqv2e8mB8+78sEfct1Ax9WbJP1GKcum2gcO0CySA5DykyMPoWyRU803svv/wCBcnnqS+GNvX/JXE/tO1O7y2klC9WhieQfmoIoF67H93Y3Tp2bCrn8GYH9Kt0Ucs3vL8P8w5aj3l9y/wA2ymbycdNMuz9Gi/8Ai6X7XPg/8S664/2o+f8Ax+rdFHJL+b8EHJP+f8EVP7QjXIlhuY2HUGBmx+Kgj9akhvbS5bbBcwyN1wjgn8qnqOa3guVCzwxyqDkB1DAH8aLVF1T+X+QWqrZp/K35f5ElFU/7PEeDazywEdF3F0/75PQfTFBlvbfJmiW4TrugG1h/wEk5/A/hR7Rr4l+v/B/AXtXH4429NV/n+BcoqGC6hudwjfLL95CCrL9QeRU1WpKSujWMlJXi7hVWez3SefbuIZ+7bchx6MO/86tUUpRUlZinBTVmVre8WVzDKPLuFGWjPf3B7irNQ3FulwgDEqynKOvVT6ioYrl4JBb3jLuP+rlxgSe3s3t+VQpOGk/v/wA/6sZqbg7T27/5+f4PyLlFFFamxQx/Zjkhf9DdsnH/ACxJ7/7v8vp0v0jKHUqwBUjBB71SgL2UyWsjboX4gc9RgfdP9DWS/du3T8v+B+Rgv3Tt9l/h/wAB/g9Ni9RRRWpuFFFFABRRRQAUUUUAFFFFABVG5zeXP2MEiJQGnIOMg9F/Hqfb61Pd3H2aAuF3OSFRc43MeAKLS3+zw7WbfIx3SP8A3mPU1lP33yff/l8/yManvy9n06/5fP8AL1JkRY0VEUKqjAAHAFRXdpb39pLaXUKzQSqUeNxkMDU1FbJuLuuhtboc9Y3k+iXsekapM0sEh22F9IeZO/lSH/noB0P8QHqDWjuGpyFVJ+xocEj/AJan0/3R+tUfENv/AGxpl5ZrbLdQRoTJG0hTzHHIUMoYgg85AJyBXHeAL7xFa+Kb/TfEUcqvOFaJ5rnKkrDF8igIA8gXZuORyGIH3q6lh/rtKdaLS5d1/N5ry793tpdHM37R8v2fz/4H5+m/p4AAwBgCiiiuQ6QqKe4jtkDSE8nCqoJLH0AHWoZrtjIYLVPMnHBJzsT/AHj/AE606C18uTzppDNORjcQAFHoo7D9azc23aH39P8AgmLqOT5af39F/m/6bItl3eDE3+jQkfdjfLt7E4+X8M/WrMFtBbIUghjiUnJCKBk1LRTjTSd3q+5UaUYvmer7v+tPl+IUUUVZoFFFBIAyTgCgAoqqdTsACTfWwA/6ar/jSLqunN92/tT9Jl/xrP2tP+Zfev8AMy9vS/mX3r/Mt0UyKWOZA8UiSIejKcin1aaeqNE01dBRRRTGNdEljZHUMjDBB6Gqn2Wa1+a0ld17wzSFgfoxyR/L2q7RUSgpa9SJ04y1e/fqVre9jnYxkGKcdYn4Ye/uPcVZqK4t0uEAYlWU5V14ZT6iq6XTW0ggvG5JxHNjAf2PYH+fap5nDSf3/wCf9WI53DSpt3/z7fl6F2iiitTYozQ/Yn+02ynYWzNEvQjuwHqPbrVxHSWNXRgyMMgjoadVCWL7BK11Cn7luZo17f7YHr6+tYtez1W35ef+f39zBr2Tuvh6+Xn/AJ/f3L9FIrB1DKQVIyCO4pa2Nygc6dMW/wCXSRsn/pkx/wDZSfyP6X6a6LIjI6hlYYIPcVVsnaMvZysTJFypJ5dOx/ofp71kvcly9Ht/l/kYx/dy5ej28n2/y+aLlFFFamwUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAIzBFLMQFAySewrkQjeKteUSZOl2DrJIh+7JL1RPfAwze5Vf71YXjzx9Pp+qQ6DYWlx9oeYK7tbSMroY2yQNuWCtsYhc5AwDycdZ4a1Tw9/ZtvZaVqcEpUcpI+2dmJyzOjYYMSSTkDrXb9TrUqaxEo6Pbr83a+3Tzu+hzu1Sdui/F/wDA/P0OdWRdA+N0omUrD4k09fKkJ4M8HGzHrsOfxFehVheKvDWk+JtJ+y6tujWNg8NzHJ5ckD54ZW7HOOOhOOK4rTvF/izw9b3NhfaPJ4ljtJnji1KxmVWZFYriRW5DBgy+5U9ep47Ozl0Ru2luem3FxHawmSRsDsO7H0Hqaitbd932m45uGHTtGP7o/qe9cPp3xK0Q6uYPENrf6HqDMRCup2xjj2j+4/Ixjkk4r0FWV1DKwZWGQQcgisUnJ80vkv1/rb1MlFzlzS26L9X+nb12Wiimu6RRs7sFRRkk9BWuxs3bVjqqy3mJTDbxGeYHDAcKv1boPp19qj8y4vW/clre3/56FcO30BHA9zVPTtf0WbURpFlcq9wIvOCAEkjc6tnvkMjA56EjuamMalZN007Ld2/r72Yc7n8Oi7/5f5/ci6LAXBD3+yduoiIBjT6Ajk+5/SroAAwBgCiiiMIx2NIU4w2/4IUUUVRYUUVHNPDbqGmljjBOAXYDP50m0ldibSV2SUVUbVdOTG6/tVz6zKP605dRsmYKt5bkk4AEq8/rUe1p/wAy+9f5mft6T05l96/zLNFFFaGoUUUUAQXFpFclS4cOv3XRyjD8Qf0qAyXNl/rQ1xB/z0UfOv1UDke4/Kr1FZyppu60ZlKkm+aOj/rfv/WoyKaOeMSRSK6HoynIp9VJrV1kae1fZKeWQ/ck+vofcfrUlvdJcbl2tHKv3o3GCP8AEe4ojN35Zb/n/XYI1Hflno/wfp/l+ZPTJYo5ozHKiuh6qwyKfRWjV9GaNJqzKMMps5vss7/If9RI56/7JPqP1FXqZLFHNGY5UV0PVWGRVW1d7eQWcxJOCYpCfvqOx9x+vWsleD5Xt0/y/wAvuMYt03yvbp/l/l93Yu1FcwLcwNExIzyGHVSOhFS0Vo0mrM2lFSVmVbW4dna3uAFnQZ46OvZh/h2q1VW9hdkWeEZnhO5QDjcO6/iP1xU8MyXEKSxnKMMg1EG0+R/0jOm2m4S+Xmv+B1+Q+iiitDUKKKKACiiigApGYIpZiAoGST2FLVS+YuEtExunyrZH3U/iP9PxqZy5Y3IqS5Yt/wBeQ23DXc4vJF2xKP3CHrg/xn3Pb2+tXabGgjjVASQoAyTkmnUoR5VruFOHKtd+vqFVLuZy6WsDYmk5Lf3E7t/Qe/0qa5nW2gaVgTjgKOrE9AKjtLdolMkxDXEnMjDt6AewpTbk+RfP0/4JFRuT9nH5+n+b/wA2SwwpbxLHGMKPxz7mquq6XBq9ibaYsjBhJFNGcPDIPuup7Ef/AFjwTV6itYNwacdLGqSSstjH0XVJ55JdN1JUj1W1AMgUYWZDwsqf7J7j+E5HoTcmmkmlNtbNhh/rJe0Y9B/tfyrN16xk1Z4xpsog1K0JeK7xxESOUb+8GGAV+h6gVZ0C/hvbFoxCba6t28u6tnOWik6nJ/iB6hu4INVViqy56Wi+15Py8n36PTszFtzfKnp3/Rfq/wBdtGGGO3iEca4UfmT6n3qSiis0klZGySSsgoqOaaOCMySttUfj/wDrqqTc3oIXfawEY3EfvG+n938efpUymlotWROoouy1fb+tvmTTXsED+WzFpCM+Wilmx9BzUe++n+5HHbIe8vzt/wB8jAH5mpre2itYtkSADue7H1J7mpqXLOXxO3p/n/wxPJOXxO3kv89/yKR09ndWmvbuTb/CHEY6f7ABP404aZZclraORjyWkG9j+Jyat0Uexh2/X87jVCn/AC39dfzuAAAwBgCiiitDUryWFnM7PJawOzdWaMEn8aZ9gVMGG4uYiPSUuMfR8irdFQ6UHrb+vlYzdGm3e36flYp5vrfGQl0n+yAjj8zg/pT4r+3lcRlvLm/55S/K34Dv9RkVZpksMc8ZjljV0PVWGRS5ZR+F/f8A57/mLknH4H8n/nv+Y+iqXk3Foc27NPF3hkfkf7rH+RP4ipre7iudwU4kX78bcMv1FCnraWj/AK2HGom+WWj/AK2fX8/InprosiFHUMpGCrDINOorQ0auUOdNbubMn/vz/wDY/wAvp0vggjIOQaCARgjINUCTph5ybMnA9Yif/Zf5Vl/D/wAP5f8AA/L02w/g/wCH8v8Agfl6bX6KKK1NyjF/oFwID/x7SnEJ/uN/d+np+XpV6o54EuIGifOGHUdQexHvUNpO7FrefHnxY3EdHHZh9f51lH3Hy9On+X+X3GMf3cuTo9v8v8vu6Fqql7G4VbmEEzQ5IX++vdfx/mBVuirlHmVjScFONhkUiTRJLG25HGQfUU+qUX+h3rQkfuZyXj/2W6sv49R+NXaUJcy13RNObktd1v8A1+IUUUVZoFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVXvbk2tsZFXfISFRM43MegqxVKLN3etMf9TAxSMf3m6M34dB+NZ1G7csd3/V/kZVZO3LHd/1f5f5GfN4S0m8kinvbZZ7pZluHlJILyKrKp9gN7EAdDg9a1LzT7LUY/LvbO3uY/7s8SuPyIqzRW6qTSiuZ+7tq9C4wjFWRymueBrO+0ie10qabTJZBtAgmYQkHghouUYY7Y/EVi/DDQbu00y4ubi+kuLGa6kltkdU3OfMb95IwUM7EAHJJ+gwK63XtUisbOcyTLFHFE00zlsYRVJwPc7T+ANZWma9o/hnwhpUGoXsUTQWdusuT0J2ISfozgt6A5NdsK+JxGGlRV5JyXS92lfe19NOvkYtRnPyX4v/AIH5+h0OqWFjqemz2mpWkd1aOh8yJ494Yew659Mc+leKeAfHMXhzxpP4TNzPLoUjlbHdBM7QvkjylDDeASQMMPlK45yWPqQmvvFKj7O0+n6K3PnYMdxdj/ZzzGh/vfePbb1POePvA+j3VrpvkwxaeFH2OO4iG37Mxy8LjHTEoA9f3retKnSpRjKFX43t5Wu7Pzeu23XXQ1b69D0Z3SKNndgqKMknoKpojXriedStupzHE3Gf9pv6D/I4Twx48jvrc6f4m3w6/pxWKXTkjJkunxxIi4ywPXjgdTxg11H9l32vYk1z/R7E8rpkb53f9dnH3v8AcHy+u6uGFH2i56jtD8/Rdfy7voZu9R67fn5vy7LruE+rT655lnoUcUsBzHNqEy7oF7EIv/LU/T5R3PauW0/4RW2ka2mrafqCx3cMYaN3tkZTNucsxQABVwUUBcYAPQ4I9IREjRUjVVRRhVUYAHoKdXbTx9WgnCg+WL3639f6sauKe5jadrhkuxpuqQiy1PBKx7sxzgdWib+Ieo4Ydx0J2SQBknAFZmrw2OoQGxurZrljh1SPIZD2YNxsI7HIPpXl+la14rufG1xpF1Nb31laTxQNJJK3l4zLhWIiwzkgqWKgZjxnJBqaWHWLjOVCycVdpuy+T1+7ft5ZSq292Or/AK3/AK+49XOoJJxaRvcN0yown/fZ4/LJo8q+m/1lwtuP7sChiP8AgTDB/wC+auAADAGAKK8/kb+J/dp/wfxK9m5fHL7tF/n+JU/s6JwfOlnmJ675SAfbaMLj8Kkis7WB98NtDG2MbkQA/pU9FNU4J3SGqVNO6Sv/AF6hTXRZEKOoZSMFWGQadRVmjVyp/ZtmCCkCxMP4ocxn81xR9kmj/wBReSqM5CSgSL+vzf8Aj1W6Kz9lDoremn5GXsafRW9NPysUjc3VupNzb+Yg5Mluc8e6nn8s1YguYLqPfBKki+qnOPr6VLVeezhncSEFJgMCWM7WH49x7Hilacdnf1/z/wAxctSPwu689/v/AM18yxRVL7RPaDF2u+If8vC44H+0O31GR9Kto6yIHRgykZDKcg1UZqWnUuFRS069v6/4YdUFzaR3IBYbZF+5Iv3kPsanoqpRUlZjlFSVpIq29w5kNvcALOozx0ceo/w7VaqG4t0uYwCSrKco69VPqKjtrh2ka2nAFwgycdGX+8P8KhNxfLL5P+uv5mcZOD5JfJ/o/P8AP1LVQ3NuLmLbkq4O5HHVW7GpqKtpSVmayipKzK9pcGZGSRds8eFkX0PqPY9qsVUu43jkW7gXc6DDoP8Alovp9R1H/wBerEUiTRJLG25HGQfUVEG/hluvxX9bmdOTT5Jbr8V3/wA/P1H1ST/Q77ys/ubglkz/AAv1I/Hr+dXahurcXNu8RO0nlWHVT2P4GnUi2rrdf1+I6kW1zR3X9W+f+RNRVe0naeI+Yu2VDskX0Yenseo+tWKqMlJXRUZKSUkFFFFMoKKKKAEZgilmICgZJPYVUsVMu69kB3zD5Af4Y+w/qfrSajmZEs0PzTnk+iDlif0H41drL4p+S/P/AIC/Mx+Op5R/P/gL8wooqrezOPLt4TiaYkK390Dq34fzIq5SUVdmk5qEbsjg/wBMvJJ2+5AxjjU/3h1b+g9vrV6mQwpbwpFGMIowBT6VOLitd+pNKDjHXd7/ANfgFVru4aJRFCA1xJwint6sfYVLNNHbxGSRsKPzJ9B71BZQOC9zMMTzYJX+4B0X/H3pTbb5I/8ADL+tv+AKpJt8kd3v5L/Pt9/QltrdLaLYpJJJZmPVmPU1ieI4G08HxFZyQw3dpHiYTSCOO5hHPlux4U5OVY9CfQmuhpksazRPE4JR1KsASOD7it6ElSkrbdvLqi1FKPKjkPBfxDsPGJaOLyoZx5h8l5lEhAdgoCZyfkCsWHGWwCecdVPeRwuIlBlnPSJCN31Oeg9zXGz6Fa+B7wan4es/lmDreWiKWJjLF/NVRyShJG3uvA5ArrtOEElsLuGdbgXIEnnoflcEcEe2K2x/spVObCJqD79H29e3lr5GXPNvkW/V9v8Ag/l+AW1m2VnuyJbn1OMJ7Lxx/P3q5RRXJCCirI0hCMFZBRRUM91BbAGaVULfdBPLfQdT+FNtJXZUpKKvJ2RNRVEXl1NtNvYuFOfnuG8vHpxyfzApwt718GW+2Y7QRBc/Xdu/pWftb/Cm/wCvOxkq1/gTf4fnYuUVT+wbpN8t3dSHGAPN2AfgmKDpsYUeXPdxspyG+0O36MSD+Ip80/5fxX+Q+ep/L+K/yLlFVDa3S8x6hKW9JY0ZfyAU/rSebfwsBJbxzrnl4W2n/vluP/HqPaW+JP8AP8g9q18UWvx/L/IuUVVt9QguGEeWjmP/ACxlGx/yPX8KtVUZRkrxZcJxmrxdwqvdWcd0gySkq/clQDcn0NWKKcoqSswlGM1yyWhUhunWRYLpNkp4Vx9yT6eh9j+tW6iuLeK6gaGZAyN1B/nVeCaaC4+zXThgQPJk243+oPv/ADrNNwdpbd/8/wDMzUpU3yy1XR/o/wBH9+u92muiSxsjqGRhgg9DTqK13Nmr6MpW8jWsv2WdiVJ/cyN/EP7pPqP1q7UN1bi5h2ElXB3I46qw6Gm2lwZ1ZJF2zx4WRewPt7HrWUfcfI9un+X9dPQxg+SXs3t0/wAvl+XoWKpagjoi3UIJmh6ADO5T1B9R3/CrtFXOPNGxdSHPFxGo6yIrowZWGQR3FOqjb/6Hdm0P+rk3SQ47f3l/DOR9avUoS5lruFOfMtd1v6kF5Abi2ZFIWQENG3ow5BpbW4FzAHxtYHa6HqrDqKmqkn+j6pKH6XIDI3uowV/r+fpUy92al30f6f5ET9yal30f6f5fMu0UUVqbBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAVb2V1RIYWxNM2xT/dHdvwH64qeGFLeFIoxhFGAKqwZuNQluR/q4x5Ke5zliPx4/CrtZQ95ufyXp/wWY0/ek6nyXp/wX+SCormb7PbSS8EqPlBPU9h+JqWqIxd6kyt/q7XBC+rkdfwH659qqpJpWW7KqyaVlu9F/Xlucz428O3+s+Bru1sJmF1JE0ssbRIxuG2k7cMpIOQACCpHXPGK51fgpZtHI0+pS3FwJ1aKaZFchBIrHIIwTt3DByCWLHOcD1aivRwuZYnC0VRoysk7+YlRikkV7G0isLGC0hjijjiQKFhjEaD6KOAPauF+KEGq6v4WvotMlb7LAm90htzJJLIuWwG3gBRtyTg84xk4FdteSNIws4TiSUfOR/Anc/XsP8A61WYolhhSJBhUAUVy4fEyp4mNVa8ru79X2JlepLkWy3/AMv8/uPMrb4eajq9g+o6nq09r4shnYw6pHEVZP8AZwXKvEewUJwSCASwOroHji6t9Zj8MeMbdNP1tgBbXC8W9/7xns2f4T+hOB3dY/ifw1p/ivRJtM1BDtcExypw8L44dT2I/XoeDTrVXWqOo1a/bRGyVlY2CQBknAFUJLiS9BismKpnDXIwVHsvqf0964zwTr2pajNe+EdeuYjqulqFlmQEm9hJwsi56cYDdeT2PT0ABIogBhUQdz0Arld5uy0X5+n+f3GT5qjstI/n6eXnv27mLrM7aXYR2Wlqq6jfP5NuSM4bGWlb1CqCxz1wB3FaGmaZbaTYw2lsmFijEe88s+MnLHuSSSfck96ytBB1e+m8RSg+XKvk6ep/ht85L/WQgN/uhPeuhrtqpUoqhHpv69vlt63LjFJaLQKKKqSajAkhii3XEoO0pCNxU+56L+JFcspxj8THOcYK8nYt0VSD6jNnbFDbLk4Mh8xiP90EAfmacLW4PLahPnuFSMD8MqT+tT7RvaL/AC/MhVW/hi/y/P8AyLdFU10yEIqtNduRzuN1ICfyIpRYFHYxXl1GGxlS4cf+PgkUc0/5fxX+Qc9TrH8V/kW6Kp+TfRf6u7SUdcTxjJ9ty4A/I00300P/AB82UqjdjfCfNXHrxhv0pe1S+JNf15XF7ZL401/XdXL1FRQ3ENwu6GVJAOpRgcVLWiaaujVNSV0wqlLavby/aLNQCTmSEYAk9/Zvfv3q7RSlBS3JnTU1qRW9wlwhKgqynDI3DKfQ1LVWe0LzC5gZY7gDbuK5DL6EU6zuftMO5l2SqdskeeVNTGTT5Zb/AJkwm0+Se/5/8Hy+7TaxVa7t2lUSwkLcR8xse/8Asn2NWaKqUVJWZc4qasyG3uEuYyQCrKcOjdVPoamqjdKba4W+UZVV2TD/AGOuR9P5VdVg6Bl6EZFTCT1jLdf1cinJ3cZbr8V3/rqLVGP/AEO/EA/1NwSyf7L9SPoev51eqC7t/tMBQNtcEMjYztYcg0VItq63X9W+YVYtrmjuv6a+f+RPRUFpcfaYN5Xa6kq6+jDgip6uMlJXRcZKSUkUp/8ARLxbrpFIBHMfQ/wt+uPxHpV2o54vOt5Ys7d6Fc+mR1qKwlEloildjxjy3T+6w/z+VZr3Z8vR6/5/5mcfcqOPR6/Pr/mWaKKK1NgooqvfTGC0cof3rfJH7seBSlJRTbJnJRi5PoRWv72+up8ZUERI3sPvAfjnn/CrtRW0It7WKEADYoHHr3qWppxajrv/AJk0ouMNd9/vCqNri6vJrlsERsYYx6Y6n8f5AVLfS7LcxoT5s37uPb1yR1/Dr+FS28Xk20UWFGxQML06dql+9NLotfn0/wAyZe/UUei1+fT/ADJKKKgvLn7LbmQLvckKif3mPQVpKSirs0lJRi5PZFdv9NvzHnbHasr8dWbHH4dRV+oLO2+y2qQltxGSWx1JOanqKcWleW7/AK/AilFpc0t3v/l8tgqveXP2WDcq75GO1E7sf881M7rGjO5CqoySewqnaI1xO19KpXI2RKeydc/U0Tk/hju/w8wqSekI7v8ABd/8vMltLRbYO7EPNId0kmOp9Pp6CsOQf8InetOv/ICuZN0y9rKVjy49I2J5/uk56E46Wo508y3kQxpLuQjy5PutkdDweD9DXRQkqXu2917r9fXrf9GyowUY2iSdabJIkUbSSMFRRlmJwAK8e0/xL4k0Hxk+gFbZ7HzIY4IzPIyRDMuIEkMQ3MSCASMYi27sjI9VjtJLmZbi+VCVwY4QcrGfU9mPvjjtWmOws8LKMU1LmV1ba3n/AJfpqZuq2+WC1/Bev+W/5jVnub/Bt828G7/WuvzuP9lSMAH1P5VPbWFvbYZV3y95ZPmc/VutWaK440lfmlq/62XT+tRxoq/NPV/1stl+fmFFFFaGwUUUUAFFFFAEc1vDcptniSRR0DqDiqZhu7Ebrd3uoVGPJkYbxz2bv9D+daFFZypqTvs+/wDW/wAzKdKMnzbPut/+D87kNtdQ3aM0LZ2ttYEEFT6EGpqqXdiJ2E8LCK6T7kuM/gR3FFte+bM1tOoiuVydmSQy/wB4HAyKSm0+WfyfR/8AB8vuFGo4vkqfJ9H/AJPy+4t1FcW8d1A0MoJQ+hIP5ipaK0aTVmayipKz2KdrNIs72k7ZkQZRzx5i+v1HQ1cqte25uIQU4mjO+M/7Q9fanWlwLmAPjDg7XXGNrDqKzg3F8j+X9eX5GUG4y9nL5en/AAPy1J6o3oNozX0XoBKnZx0B9iM9fSr1BAIwRkGqnHmVupdSHPG3Xp5MAQRkHINFUbLNvcS2RycZkjx0CE4A9sVeohLmVwpz5436lW/iZoPOjB8+HLx4Gc+o/EcVPDKJoI5RjDqGGPen1Rs/9FuJbRuAzGSE9ip6qPp6VL92d+j/AD6f5EP3KifR6fPp9+xeqpqUTS2L+WuZEIdcdeDnj3xmrdFXOPNFxfU0nBTi4vqNjkWWJJEOUcBgfUGnVSsMQyXFseGWQuq9th5GPbt9au0qcuaN2TSm5xTe4UUUVZoFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFQXsphs5XVsPtwhxn5jwOPrip6pS/6RqcUQwUtx5knpuPC/j1P5VnUbUbLd6f1+ZlWk1Gy3en3/5bk9pEILSKILt2oARnOD3571NRRVpJJJGkYqKSXQr31wbWzklABYDCg+p4p1rbi2t0iByRyzHqx7n8TVdv9J1OPYMpbZ3k9NxHGPcD+dXqzj703Ltov1/y+RlD35ufRaL9f8vkFMlkSGJ5ZG2ogyT6Cn1Quf8AS76O2X7kJWWRuoz2XH6/lVVJcq03KqzcY6bvb+v62H2MTlTdTrieXkg/wL2Ufz+tXKKKcI8qsOEFCPKgqhck307WSnEQGZnH/oP19fapb24eGNY4QGuJOI1P6n6AVJbW6W0WxSSSSzMerMepqJ+++Tp1/wAv8/L1M5/vJezW3X/L59fL1OU8XeELrULmy1zw7cQ2PiDTlKW7yL+6ljPWJwP4Tzg84ye/I808W/EjX9RubbQJLZdIvvMEF7YOzs0u5SCVITmI7v4SWOBtHc++Vy3jfwPp/jLTQsoNvqduC1lfRnbJA/Ucjqueo/LB5rvwWIjhq8ajipJdH/XQ1lG6sjd0ppW0m0aZYVkMS5EL7k6djtXj/gI+lSXN5HbFUO55nz5cSDLNj/PU8V554C+IGpa2E8P6zbxweIo4yxlZgEnQcGQAfxA8FR3B6YIHoVpZx2qkj55n5klP3nP+Ht2rjqubqOKVtXfy8l3/ACM3OUnyw+//AC7v8F+BB9kuLz5r2QpGSCLaM8fRmxlvp0+tXYoY4U2RRpGv91FAFPopRpxjr179SoUowd933e/9elkFFFFWaBRRRQAUUUUAVZ7CGaUTLmKcEHzYsBj7H1HsagF3NY/Lf4aID/j6UcZzwGUdPr0rRoIBGCMg1lKnrzQ0f4fNf0/MxlR15oOz/B+q/XfzAEEZByDRWc8EmnFpbKMPATmS35zn1T0+n5Vct7iK6hE0Dh4z0IpxqXfLLR/1sOFS75JaS/rVd/06+ctU7u3beLq3yLiMfdB4kH90+vt6VcoqpRUlZlTgpqzIredbmBJV7jkeh7ipaz5v9AvDcj/UTECbjO09FI+vStCphJvSW6/q5NObd4y3X9X+f+aEZQ6lWAKkYIPeqVszW119hZtyBN8THqBnG33x/hV6q19btcWxEeBMpDI3Qg+x7ZGR+NFRP4o7r8fIKsX8cd1+K7f11LNFRW1wt1bJOgIVxkA1LVppq6NIyUkmtmUcG11JVUfurrJI7BwOv4j+VXqgvIPPtmVQPMHzRnOMMOh/Oizm8+1RySXxh8jBDDqCO1Zx92Tj81+v+fzMoe5Nw6PVfqvv1+ZPVJh5Orq54SePaMdC45598dPoau1U1KJpbF/LXMiEOuOvBzx74zTqr3brpqOsny8y3Wv3f8C5bopkUqTRLJG25GGQafWid9UaJpq6CqV0fNv7SHJwpMrbeowMD6A5Iq7VKy/eXd5P/CXEYyeRt4I+mefxrKpraPd/lqZVteWHd/lr/kXaKKRmCKWYgKBkk9hWpsUuZ9XBGdlsmMj+83UH8MGr1UtLVvshlYYMztLtx0yf1+tXayo6x5u+v9fKxjQ1hz/za/5fhYKoj/StVYk4W1GAPVmHX8Bx+dWbmb7PbSS8ZUcAnqew/E1Hp8PkWMSHO7G45GDk88+9E/emo/P/AC/H8gn701Dtq/0/HX5FmiiorqcW1tJMedi5Az1PYfieK0bSV2aykopt9CrcE3l2LNTiOPDzHsfRPx61eACqFUAAcADtVawgMFqpf5pnG6RyMEk+tWqzpp25pbv+rf11MqUXbnlu/wAOy/rqFRXNwlrA00mSoxwOpJ7VKSAMk4ArNth/aN0bx9r28Z2264zyOr+n0NOpNq0Y7v8Aq46s2rRj8T/q/wAvzK82hx6rbTtqSlbmZQqvGcNAFO5Np/vK3zA+tSaHqM9ws1hqG1dTsyFnCjAkU/dlUf3WAP0IYdq1q5jxpN/Y+m/8JHb5W909SRiN3WaM/ejfYCQpwCGPCsATxnPXhYc6WH7vT1/4Oz+T6DjBU46f8OdPRXF/D7xsPFujG4nwksESCY+S6gOFG9ixGzk5IUE4XBPXA6IXlxqDhbEGO3xlrmROvsgPU+5GPrWeLpywlV0aq95dP6/MUq0Y26t7Lr/XnsXLi6gtIjJcSpGnqxxn6etV/wC0XkUm1sriYY4YgRqf++iD+IBp9vp0FvL5xDS3GMGaU7n/AA9Bz0GKt1z2qS3dvxf37fgTatLd8vpq/ven3Ip+ZqW4f6NaY7j7Q3/xH1pTJqHa2tj9bhv/AIirdFP2b/mf4f5Feyf8z/D/ACKBvrqHebjTpNq4w1u4kB/Dhv0qaC/tbl2jjmHmKcGNgVcf8BODVmobi0t7tQJ4lfb90kcr7g9QfpS5akdnf1/zX+RPJVj8Mr+v+a/yJqKzQt9pwAUtfWwznJ/fIPr0b9D9auWt1FeQCWFsrnBBGCp7gjsacKqk+V6Pt/W44VlJ8rVpdn+nR/L7kTVBd2q3UQUkq6HdG4/hbsff6VPRVyipKzNJRUlyy2KljcvKhhn4uogPMGMA+hHqDVuqd9avN5c8GBcwnKZYgMO4OO1TWtyl1AsqAjPBU9VPoazhJp8kvl5r/Pv95lTk4v2c9+j7r/Ndfv6k1Z9z/oN0Ltf9VIQky9gSeH+vQflWhTXRJY2R1DIwwQehqqkeZab9C6sOeOm629R1FUtNkYRPbSEmW3bYxPUjqD+Iq7ThLmipDpz54qRR1MGOOO7UfNAwLEcEp3GfToT9KvAgjIOQaCARgjINUdMzHFJat96Byv1B5B/HNR8NT1/Nf8D8jP4KvlL81/mvyL1UtRBiWK8UZeBvu+qtwfp9fartMmjE0MkTEhXUqSOvIqqkeaLSLqw54NLf9en4jgQyhlIIIyCO9LVTTpTLYx7wBImUdQMbSOMVbpwlzRUu46cueKkupRuv3F9b3C8mQiBgfQ5IOe2OfrV6q2oQNcWMsaYL4BUHuQc4/HGKlt50uYEmjztYZ5qI6Ta76/5/oRD3ako99f0f6ElFFFamwUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVS08+Y9zcZP7yUgY+6QvAI/DvUmoS+VYTMCQSu0EHGCeAf1qW3j8m3ijwo2IFwvTgdqyetRLtr9+hi/eqpdlf79P8ySmySLFE8jnCICxPoBTqo6n+8iith96aQDpkgDnOO+MDNVUlyxbRVWfJByQ/TY3S0DyKVklYyOvoT6VboopwjyxUUOEFCKiuhHPKIIJJSMhFLY9faoNPiKWokZtzzHzXI6ZPYe1MvP395a2w5AbzX4zgDpkeh5/EVeqF71Rvtp8+v+REffqt9I6fPr/kFNd1jRnchVUZJPYU6qN6fPuoLME7WPmS4/ujoD7E/yqpy5Y3KqT5I3W/T1CyRp3N9MuGkH7tGHMa//AF+tXqQAKoVQABwAO1LRCPKrDpw5I26/qFUru4laYWdr/rmGXfjEanjPXk+1SX10LS33DBlc7I1P8THpx39aLK0+yw/OQ878yyAcuaibcpckfn/Xd/kZ1JOcvZxfq/09X+C+R5/qng1dRub7T7S4a11jT7hdV0q9BwymQfOpJzlWkR9w5+8vB773grxc/iGG40/VLYWHiDTyEvrMnoezpzyjdR/gQTyHjr/hIrbxzpmqQWky2cN0lohivWXzjKrDA/dEoOAGxu5I24Ymtr4gaVc2C2/jnS0ii1jSI83S7iUuLXrJGxA5wMkHHrxnGPUxmH9nCnVTT5106NWT/RmkLL3V0PQKKzrfWrO50m01GJy8V5Cs0CKMvIGUMMDvwRQkF3frvupHtoicrBEcMR/tt1/AY/GvNlUSfLFXf9b9v60InWSlyRV3/W76fn5E8+oW0EhiaQvMP+WUSl3H/AVyR9aZ9qvZGAi08oMZJuJlX8tu4/nip7e1t7SPy7eFIl9FGM/X1qaly1H8Tt6f5v8AyBQqy+KVvT/N/wCSKgk1Dva2o+ly3/xFN8zUxkm1tD6AXLen+561dop+zf8AM/w/yH7J/wAz/D/IoNqiw5+1WtzbgLuLNHvUfimQPxxVyKaKdN8MiSJ/eRgR+lPqlPpkTyGa3Zra4JyZIuNx/wBodG/Gp/eR/vfg/wDL8iWq0NV7y+5/5fkXaKzlv5rMpFqKAbjtFzH/AKs+m7+6f0960auFRT23Lp1Yz23W66r+v6YVn3UT2lx9ttwdrEfaEALbl9QPUe3WtCiicFNBUpqat16Pt/X5DIpEmiWWNtyOMqfUU+s3B0y8ZgP9EuHGfmP7tz+gU1pUqc3LR7r+vxFSm5JqWjW/9dn/AFsNdEljZHUMjDBB6GqdlI0EjWUzEsnMbseZF/xHSr1UtRRhHHcxqWkgcNhepX+If1/ClUVvfXT8v61FWXL+8W6/Lr/n8i7RTY5ElQPGwZT0IPWnVqnc2TvqihEPsmotDj93cfPGF6KQPm49yc596v1S1ONjbLNGu54HEgGM5x1/Tn8KtpIkqB0YMp6EVlT92Th818/+CYUvdlKn816P/Jjqowf6NqM1v/BL++Un+8eo9+mfar1UdQPkNBedRC2GH+y3B/HOP1oq6JT7fl1HW0Sn2/Lr+H5F6iiitTYo6f8AuWnsxykDDae+G5wfpnr3q9VKbEGqRTt9yVPJz6NnI/P+lXaypaJx7fl0/AxoaJw7P8On4fkMmkEMMkrAkIpYgdeBUGmxGKwiDFS7DczA53E9ye5pmpkm1WFThppFjBzgdc8+2AR+NXAAqhVAAAwAO1G9T0X5/wDDAverPyX5/wDAQtU9UY/YjEv35mEaj+9nqPbjNXKozfvtWgj4IiQyMD054BHuMH86K3wW76ff/TCv8HL30+//AIFy6qhECr0AwKWiitTYoX3+kXFvZ/wMTJKP9kdj9T39qv1Rs/317d3J6BvJT1AXr+uavVlS1vPv+S0/zMaPvXn3f4LRfqwqhcj7VqENqT+7jHnSD17AfzyPpV13WNGdyFVRkk9hVTTEJhe6kBElw28g9h2H4Cip7zUPm/Rf8EVX3pKn31fov83Yu0UU2WRYYnkfO1FLHA7CtW7as2bSV2Ub8tdTpYR42sA8zZxhM9B9T/nmtAAAYAwBVHTYn2SXcrEyXJDleMKOwGPbvV6saSbvN9fy6f5/MxoJu9R7v8un+fzCorgQeQ5uAhhX5m8wAgY5zzUtZRX+1r35s/YrZyCpHErj+YH+c1VSo4WUd3t/XkVVqOCSirt7f12XX/gnLHTrfRLkanDafZvDUoSO4tkyuwKNqTkddg4BHphj0Oe9XbsXZjbjjHTFNmTzYJI/kO5SvzruXkdx3HtXkvglfEWkeLm0q9u5otKN1ItsJ7VgJmEMZ2D96SgEYGwHd0bIyOPSoYb6zSnVlJe0itW95L/Nflvs25hBUnrq3u/66dkeu0UUyWWOGMySyLGi9Wc4A/GuFtLVmzaSux9FZ41qweRo4pmmZevkRPIO3dQR3FLJrNnCoaUzxggnL20g4HXqtZfWKVr8yMfrNG1+dfeX6Khgu7a63fZ7iKbb97y3DY+uKmrRSUldO5tGSkrxd0FUbmxYSPdWTCK6OCwJ+SXHZh/XrV6ipnBTVmTUpxmrS/4b0K1nepeRthTHKh2yRN95D/h6HvVms2/tnilGoWiM1wn+sjU481fQ+4/z2q9bzpc26TRElHGRkYqKc3fknuvxXf8Az/yM6U5XdOpuvxXf/Nd/JokrNkX+z9Q89VUW9yQsmONr9m+h/wA5zWlUVxAtzbvC/RhjPoex/CqqQcldbrb+vPYqtByjeO61X9eexLRVPTp3mttkwAniJSQA55Hf159auVUJKcVJFU5qcVJdShff6NPBeL8oDBJT2KnufXB6fWr9R3EXn20sOcb1K5xnGR1qHTpfNsYwV2tGPLZfQjg1C92o131+fX/Mzj7lVro9fn1/RlqqNx/o2oQTLwsx8qTH8Rx8v9efpV6qmpxGbTplHUDdwMk4OePfinWXuNrda/cOunyNrda/d/TRboqOCUTQJKMfMAcA5x7VJVp3V0appq6KMf7nWJVz8s8YcZ7kcYH4c/jV6qN+Ns9lKpw4mCZPow5/lV6s6ejlHz/PUypaOUez/PX/ADCqWnHy1mtiSDDIQq/3UP3efpV2qSZTWZVU4V4Vdx6tnAP5Ciekov5ff/wwVNJxl52+/wD4Yu0UUVqbBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAFK+/eT2lvx88m9gehVRyD69Rx7Vdqkn77V5W4KwxhMHsx5yPw4z7VdrKnq5S8/y0/wAzGlq5S7v8tP8AMKoj99rDHkrBFt9NrNyfrkYq9VHS/wB5BJcY/wBfIzgnrtzwD9KJ6yjH5/d/wQqazjH5/d/wWXqKKrX85t7GWRThgMKfQngH8zVykoxcn0NJyUIuT6ENj/pFxPeHnLGOP/dHoe4J5q/UVrALa1ihAwEUDrmpamlFxir79fUijFxgk9936v8Ar8AJAGScAVQ00ecJL5uWnb5f9lBwB7e9LqjE26W4OPtEgiJ9AevH6fjV1FCIqKMKowB7Uviqen5v/gfmT8dW3SP5v/JfmLQSAMk4AoqjqTM6R2cZ2vckqWwOFH3uvtVTlyRbNKk+SLl/XkNsd13cvfuAEI2QDOflzyT6EmtCmxxiKJI1JIRQoz14p1FOPLGz36+oqUOSNnv19TM8RWMmpeH722g4uDGXgPpKvzIfwYKary6la6v4dgKxGddUthst88srrzn0AB5Nal5dJZ2rzuGYL0VRkk9gK4Xw14g0fQptZ0/U7lILuyvBH8yn7ku5444xyTj5hgegPPBrojGpXpulSV5Rafeyej/FK339DOrN83s4Oz6vsv8APt9/TWj8OdRg0XT7/QdW82TXNCLRtGq5d7bOUeJB/Dg9AM4xx8wFdnofirTtds57qFvKt4p5IVlkICS7XZdyMfvAgA5HHOOoOOb8ReCrf4kNFLqli2m20Q/dTgAXkg5xnqEXkkBgx56Ia5e18F6h8NPNvTpOneJdIeYtMPsq/a7eMtgFSc5UDkjP5DLVtClhqVOUal+fyt87+f3mkY8vwrQ9B1/x94e0C3Z5tRtpZfKkdIYp0LMyqWC9cjdjAOMZ46kZ2NG1mx1/TItR06dZraTO1lYH8Dg8H2PI74rnf7O8LfEDw0TpssL2UsboDbqE2OyYBdMA7lyGAbvg+ho8+3+H6R28t4X0HGFEsm+Wz9Md2i7dyvuPu6OOEnQSpt+0v1tZrsvPsuuy10CU+TWTSR2NFYml+K9J1lJWsJZ5xDK0LlLaRgrKxHUKR2z9CPWrg1rT/MKPciJhn/XK0Y46jLADPNedUnGnLlm7Pz0/Ml4iit5L7y/RSKyuiujBlYZBByCKWqNhskaSxtHIoZGGGUjIIrNYyaQwOXk0/ABBJZoPfPUr/L6VqUjKrqVZQysMEEZBFZ1KfNqtH3/rp/W5lVpc3vR0ktn/AJ915fqCsrqGVgysMgg5BFLWVBnSrtLQh2tJ2xC2c+W390+3p/k1q0U58y10a3ClU51qrNbr+unYjngjuYHhlUMjjBBqrp0sihrOfHnQYGR0dexH+fxq9WfqIe3aO/iUFo/lkXONyE/0PPp1qavuv2i6b+n/AAN/vIre41VXTf0/4G/3mhRSAhlDKQQeQR3pa2OgoWP+j3VxZ9EXEkQP90+nsDxV+qGojypLW6HBjlCs3XCtwf6D8av1lS928O35P+rGFH3b0+35PVfdsFUdN/defaH/AJYPhR6KeR9avVRm/c6vbyDGJkaNiegxyMe+TRU0cZfL7/6Q6vuuM+zt8np+di9TJohNBJESQHUrkds0+itGrqzNWk1ZlXTZDJYRbgAyjayj+EjjB96tVRshsvb6JT8gdWA75YZNXqii7wV+mn3aGdBt00n00+7T9CnqasbMyJnfEwkUjtjqfyzVpHWRFdTlWAIPqKJI1lieNxlHBVh6g1W0yR5dNgd23MV6+3b9KW1X1X5f8OLat6r8n/wRlz8+qWafeCh2ZfTjhvzq9VKPMmsTOuQscSxt7t979Af1q7RT15n5/loFHVyl3f5WQVRs/nvr6VeYy6qD7qMGr1UdJ+axE38UztI3pknnHtxRPWcV6v8AT9QnrUgvV/hb9S9TJpPJgklIJCKWwO+BT6o6qT9iMS53yuqKM4yc5wT7gEVVSXLByKqz5IOS6Ifpsfl2KMxDPJ+8Zh/ET3/LFW6QAKoVQABwAO1LThHlio9h04ckVHsU9TdlsmjTBkmIjUHvnr+matRRiKJI1ztRQoz7VSuP3ur2kY58pWkYHpg8A/mKv1ENZyl8v1/NmdP3qkpdtP1f4sKz9TfzGt7JWw07/MAcHYOT/T9a0KoWv7/U7q4/hTEC/hycj6/zpVtUod/y6/15hX1Spr7T/Dd/h+ZeACqFUAAcADtS0UVsblDU53/dWULYmuSVz3VMfMw5H+fpVu3gjtreOCJdqIu0CqOmYu55tSPIk/dxdOIwfb1POD0NaVYUvfbqvrt6f8Hf7jmoe+3WfXb0/wCDv9wVl+IraG50K5EyzExr5kTQIzyJIvKMgUE5Bx0B+hFalYl60mtXM2mQuUtEG26lVuWz/AuOnuf8nZ1/YyjLd30S6/118i61VU47Xb0S7v8ArVvojk/BnxE1DxhNPp0enPb3MGFlu2ify0+UZyMYDFg+FJHQfe5rtotFtQ/m3Ia8nPWS4+bHOeB0UfQVxfiRNF+Gjx+JLGBIvMIt7i0SQKZ4/LVVCAnqpRDxnhnPeux0TxDpfiKCafS7uK5ihlMTMjg8jvgHIB7ZxnqOMGu7H4OnVaxdKm1TffVJrddt9nr5djNUYylerq+z2Xotvm02alFFFcR1FW5060u2DzQqZRjbKvyuuPRhyKpyy3+kqZHJvrNRy2AJkHqccMB+B5rWorGdFP3o6Puv17/P7zCph4t80Pdl3X6rZ/P70RwTxXMCTQSLJG4yrL0NSVkXUT6RLJf2qlrZjuubcfq6+h9exFakUsc8SyxOHRhlWHQinTqNtwlpJf1deX5bepSquTcJ6SX4+a8vyej831lx/wDEt1TysgW12Sy5AG2TuM+/Yc1qVV1C1N3ZsiHbKPmjYHGGHTnt6fjRWi2uaO61X+Xz/wAgrwbjzR+KOq/VfNfoWqKrWF2LyzSXo/R17qw6jGTj6VZq4yUoqS2ZrCanFSjszPk/0bWI36JcoVbnA3DoT6nGAK0KpapB59i5UkSRHzUK5yCPTHtmrMEont45Vxh1BwDnHtWcPdnKPz/z/H8zKn7tSUO+q+e/4/mSVQgzDq1zEPuSoJgB0U9D+J61fqhf4hu7O5I4VzG3bAYdSfbH606uiUuz/wCA/wAwr6JT7Nfds/zL9FFFam5R0v5IpoM4EMrKqnqF7Z+vXNXqoxfu9ZnUciWJZGPpj5QP51erKjpHl7XRjh9IcvZtfc/8rFXUkWTTp9xwFXfn3Xn+lTQO0lvHIwwzICR6EipCARgjINUdJ409Iz9+Msjj0bPI/Wjar6r8v+HB6Vl5r8n/AMEvVRu/3V/Zz/wkmI46nd0/Dir1UdV+S0E4+9DIrqD0Jzjn86K3wN9tfuDEaU2+2v3O/wDmXqKKK1NgooooAKKKKACiiigAooooAKKKKACiiigCjp/717m56mSQqCOhVeARV6qWkZ/suAHsCPpyeKu1lR/hp99fv1McP/Ci++v36kF7MYLKaQNtYLhTjPzHgfqRS2kIgtIowu3C8jOcHv8ArVfVMNBDC33JplRsdcdePxAq9Qtaj8kvx1COtZvskvv1/wAgqjqH72W2tD92VyWz0ZV5I/r+FXqoj59cP8Sxwf8AfDE/oSP5UVtYqPdpf19wV9YqPdpf5/kXqKKK1NijzPrOR9y2jxkcYZux9eMGr1UNL/eLPddfPlJVj1KjgfTHIq/WVHWPN31/y/Aww+sOfu2/8vwSCs60ZbvUbm5yGSI+TGfQj73457+lWb2f7NZSzA4ZV+XIzyeB+uKLGD7NZQw4IKryCc4PU0pe9UUe2v6L9WE/fqxj0Wv6L9WWKKKp6nctb2mI8+dKwijwQPmP149TWk5qEXJ9DSpNQi5PoV4gNS1JpmwYLRykY6hnxyTz27ce+a5VfhrC3jefXZr29YgwyW7m7k3LzIJIs7t23aYz1654xla7i0tks7SO3j+6i46Yz6mpq1wdethoycHZzWv+X6GdKlaN5/E9X6/8DZegVDdXcFlA01xIsaDue59B6n2pbi4itbd55nCRoMsTWZY2k1/Omp6guG629vnIiHqfVj/n25qlRpqEPif4Lu/07/eKtVkpKnTV5P7ku7/RdX82cdqfgnWJNRu9f8KXK6Fd3RRprNvuXeDktIF+4xHpz16Ek1e8PNa+OvB11stZtIuDO9rNLbznfuU/MRIpBYc4+bIyP4gOe7rgfh9v07xJ4y0GYOXh1L7ajjOwxzruVRknGAvPTr0rSlH2clU3kurt/wAMVGhFWcvefd7/APA+X3k3w+8MW2jW968FzeGKO+uoYLdrqQxQoszqAE3bTwFOSM5yc813BAIwRkGsPwzxHqqf3dTuP1bd/WtyuzHVJ1a8pTd3/wABGkUkrGc+kQoxksXNlL6wgbG/3k6H9D702DU5YbtLLUo0imk/1csZ/dyn0GeQfY/4Vp1FcW8N1A0M8ayRsMFTXnOjy60tH26P5dPVfiYSocvvUfdfbo/l09Vb0ZLRWTZTSadcrpt3IXV8m1mY8so/hP8AtD171rVdOopq+z6rszSjVVSN9mt12f8AX3rUgvLWO9tXgk+63cdj2NQ6bdSXEDJOR9phYpKBgc+uM9DV2uWTxNpNzrqPaXisySvaTr0OQqNnB6BS4BJ6H5etEqc0/bRV0vi9O79H+FzOt+7kqvyfp3+X5NnU010WRGRwGVhgg9xTqK0Ol6lHTHZYWtZCTLbttYnuOx/Kr1ZzqLbWkkGQt0m1ueNy9D+XAH1rRrKjpHlfTT/L8DDDtqLg/s6fLp+BFdQ/aLWWHj51IBIzg9jUenzG40+GRs5K4yTnOOM/j1qzVCwxDdXltjpJ5inpkNzwPbpRLSon30/VfqEvdqxl3uv1X6l+qOqgiyMq53xOrqcZxzjOPYE1epk0YmgkiJIDqVyO2RVVI80HEurDng4rqhwIZQykEHkEd6WqmmSGXTYGIA+XAA6YHA/SrdOEuaKl3HTlzwUu5Rl/d6xbsvJmjZG9gvIP5mr1UdTwqW8rcJHOrO3oP/14q9UQ0lJfP71/wCKek5x87/ev80FUdP8A3cl1bnrHKWGOgDcjFXqox/u9ZmQdJYhIc9iDt/LFFTSUX52+9BV0nCXnb71/wAsxvvr2YD5GZUB9Sowf1q9VHTf+Xz/r5f8ApV6ij8F/X82GH/hp97/myC+5sLgHvE38qWzJNlAT1Ma9sdqr6x/yC5vbaf8Ax4VeoX8V+i/Ngtaz8kvzf+QVRvv3l3ZQHgGQyZ91GcfrV6qLfPriK3IjgLp7EnBP5UVtYpd2vz/4AV9YqPdr8/8AgF6iiitTYoWn7zUr2T7ygqit6YHIH41fqhpPzW0k3QTStIB3GeMH34q/WVD4E++v3sww/wDDT73f3tjJpRDBJKQSEUtgd8DNVtLiMWmwgkFmG8sO+eeffGKbqzsunSIhPmSEIqjq2TyPyzVxEWONUQYVQAB6Cjer6L83/wAAN6/ovzf+SHVR1aZo7ExxkCWdhEmTjJPv2OM1erOusz6xaQYYpEpmccYPZT65B/nSrt8ll10+/wDphiW/ZtLd6ffp+Vy7DClvAkMYwqDAqSiitUklZGySSsjP1e8e2tVityPtdw3lwj3PU/h/hVixs47Czjt4+iDk/wB49zVG2/07Xri4PMNoPJj64Ln7x9iOnvxWtWFL35uq/Rei3+9/gjlofvKkqz9F6Ld/N/gkZfiHRIvEWh3WlzzzwxXCFGaFtp5BHPqM8474weM15/oPjJfD3iw+Dk07UHsTLI1q8kExeKMlSqhSu4xj95g49BnA3V6pXkvxU0d7ph/YVgTqFvFcXc91BOVaIFBv3jYcllQKuGB6DGK97LKtGcvquIfuz2u7JS6M1qyULSv/AMHyPWqK8/8AAdxa+KdDs73UrmW7vWQymCW4MgQBym4gKoGSp4xg4OMiutm0Gxdw8CPZyBdu+0byjj044PPP4CvHrwxNGpKnOFmna19fyt/W5mqteS5lBenNr+Vl6GnRWJLeXmiFTfMbqxZtv2kLh4fTeB1HTkY+nIraR1kRXRgysMhgcgj1qKdaM247Nbp/1t5o0pV41G47SW6e/wDwV5rT56C1j2QOl6odOP8Ax6zgyW2WJII5Zf6//XNbFZuuQtJpxni/11swnT6r1/TP6VGITUfaR3jr8uq+78UjPFRaj7WO8dfVdV81+KRpUVFbzpdW0c8edsihgD1Gex96lrdNNXR0pqSTWxm2rC21e6tSx2ygTxjI78N75z+grSrO1HMd3p865JE3l7eMYYcn8MVo1lR0codn+ev+ZhQ91yp9n+D1/wAwqhpP7u3ktj/ywlZBnqRngn681fqhAfL1m7RusqJIuPQDB/WnU0nGXy+//hh1NKkJeq+9f5ov1T1WMyaZOB2AY/QEE/oKuU2SNZYnjcZRwVYeoNVUjzRce5pUhzwce6EikWaFJVztdQwz6Gn1T0qRpdMgZ23HBGfYEgVcopy5oKXcKU+eEZd0ihd/JqVjKeFyyFvcjgfzq/VHUhk2Y/6eU/rV6phpOS9PyIp6VJr0/L/gBVGw+Sa8hb74mLk9sNyKvVRh/d6xcIefNjWQH0A+XFFTSUX5/mgq6Tg/O33r/gF6q2oxiTT5wey7h9RyP5VZpk0YmhkiYkK6lSR15FXNc0Wi6keaDj3QlvIZbaKRgAXQMce4qSqumytNp0LsADjHA44OP6VapU3zQT8gpS5oRl3SCiiirLCiiigAooooAKKKKACiiigAqC+5sLgHvE38qnqjq/GlzH0Kn/x4VnVdqcn5Myru1KT8n+RYsyTZQE9TGvbHapqKKuKskjSKskijd/PqFjG3KFmbH+0BkH+dXqot8+toG5CQFl9iTgn8qvVnT1cn5/kkZUtZTfn+SQVRsPnub2bOC0uwr/ujGfxGKvVR0n5rNp+88jSEehzjHv0onrUivV/194T1qwXq/wALfqXqhupDDaTSKQGVCQT0zjipqo6v81gYl5kldVQerZz/AENOrLlg2uw60nGnKS7EunxrFp8CrnBQNz78/wBas0UVUY8sVHsXCPLFRXQoan+9a1tRz5soLL2ZF5P9Kv1Qb59eQNyI7csv+yS2D+lX6inrKUvO33f8OZUtZzl52+5f8EKzZMXWuRxjBS1Qu2Dn526Aj6citKs7Scyrc3Tbj58xKM2MlBwvT0596VX3pRh53+7/AINhVvelCn3d/u1/Oxo0UVXvrpbGyluXGRGuQM4yew/E4FaykopyeyNpSUIuUtkZ0pGq6ybbcGs7PBlTs8h6A88genqDmtmqGjWr2mmxrN/r3zJKT1LHnn36D8Kv1jh4vl55by1/yXyX6mGFg+T2k/ilq/LsvkvxuFeea+P+EQ+JOma/CFFlrzppt9GGC5m/5ZSc9TgY68AHqTXoLusaM7sFRQSzMcAD1NeO/GTxHNceDJlh0+RrFpUMVy1qW+YMBuDlSsfBIB+9kjHU415rzVNat9PJbv0X/AV3oXUrxhJQe72X6+i7/qekeHeLzX0/uam36wxN/wCzVuV4j8M9N1dpbrWLzRtT1GO7CNC900IR12LgnzVDkjgb04bHI4Fd8uleJFbOnJa6Wg+6j3z3CDPUeWYwB36N3r0Mxw1SliGouMlprzJdF3vcz9rWVmoXXrr+Kt+J10kkcKF5XVEBA3McDk4FQ2l9a38Ec9pPHNHJGkqlT1RhlTj0IrjrqLxHrUN5ot9q1nY3rqQqRWKmOZD1P7wvuGM8YB47c45zwbqKfD+9h0LXdXjmS4j6pt/0WVFQMko278AMArliu1RwAM0YbC08TQlOjPmmn8KTvZb9Fqv687p4iNRXjtt6Ps10PSfECx/2JdSuzoYUMqSIjuUYdDhAWPvgZxmuQ+HvxCbxU32a82JcDftKwyYl+dypVtoUKEXHJ3Eq3AxyzxJ4w07U1vraGZrnTLKNmuI7VDI124GfLO3hYv7zEgN90cZzwl54a8SaDf6LO9jZ21r9ohQRElizFSrSS7ZAPvSHIDANu54FduFy6iqT+sWjOdkm3a2ja06tuy8k976GdSShUVRdbJ/p+Oh7vqN1bWOmXV1eSGO2hiZ5XDEEKBzgjnP05rzfwV4GuJLA+Ib69vRfaizXAhN1KQ0bKvkrJlvmK4/izw2DnAIzPir/AMJLdwSWMF8txaW9tFLqUdraMo5lUJgF2y2ctt4wq8k8Y9X0cudGsi8yTEwofMSMoGGODtLMRxjqTWdSnLC4D3ZJ+10duiS21XW9/SxrKKqNxktB+m3QvLCKYMWYjDE4zuHB6cVarO0/Md9qEHJVZRIGOOrDJH4Vo14dGTcFffb7tAw8nKmubdaP5afoUNWBFmsyjLQSLIF7E5xz7c1eBDKGUggjII71HdRtLaTRpjc8bKM+pFRadIsunW7LnGwLyPTj+lC0qvzX5afqJaVmu6/J2/JlqqD/ALvW4mbpNCY1x6g5Ofwq/VHUPkmspVOHE4jz/st1H6CitpG/Zr8/+CGI0gpdmn+P/BL1FFFam5Q035Hu4jwwnZtvoD0/lV+qNqP+Jpfn3jH/AI7V6sqPwW9fzZjh/wCHbs3+bKmqRmTTZlXsAx+gIJ/QVZikEsSSLnDqGGfem3EZmtpYgQC6FQT2yKh06QS6dAwGBt24znpx/Sjar6r8n/wQ2req/J/8EtVRm/d6vbsOfOjZGz2C8jH51erN1aRrb7PdIA0iMUCkZyGHPHXPH86Vd2hzdrP8RYl8sOZ9Gn+JJpOG09JP45GZnP8AebOCf0q9VLSP+QRa9P8AVjp2+vv6++au06P8OPoh4f8Agx9F+RR1T5oYYT9yaZUbHXHt+Qq9VLUM+bYhfvm5G3/vls/+O7qu0Q/iS+X5BD+LN+n5BVGP97rUzjpFEIznuSd3H4Veqlac6jqB4zvQe/3B+nP86KnxRXn+jCrrKC8/yTLtFFVtQLDTboocMIXwfQ4NXJ8sW+xpOXLFy7EOjf8AIJg/4F/6Eav1FbKi2sQjAC7Rjp/SpamlHlhFeSJox5acY9kihqn/AC5/9fSf1q/VG6Ak1OyiblcPJt9124P4Z/Wr1KHxyfp+X/BIp61Jv0X3L/ghWdb4l129dipaGNI1wOQp+Y5/GtGs/TiZbi+nJHzTmPaB02fL196VTWcF53+5f8EVbWcF53+5P/M0KZNKkEMk0hwkalmIGeAM0+qWruyaVcbACzrsG7p8x2/1q6kuWDl2RpVnyU5S7JkWgwtFpELSD97LmV2JyWJPBP4YrSqG1iMFnBC2Mxxqpx04GKmpUYclOMeyQqEPZ0ow7JFDWNQOmabJcIqvLwsSE/eYnAHv64HpVWHQki8P3FjLHBcz3CMZjcLvSSQj+IEHIzjtSakPtXiHS7Yhmji33EijoCB8hOPQg/nW1WVJuWIdT+XReujb/JfI56a9riJze0fdX3Xk/wAUvkfNnhDVf+EK+IFzC0ekTGckebJcJEqfOw+WQxjywASSu1NwUEcFQfpCKWOeJJYnWSN1DI6HIYHkEHuK8A+PmnrBr9jf7WElxHtVwj4IXggsXKgjggKo+8ST0r0P4Q+JD4g8GrHNcyT3dk/lStLuLEEZBJJOepGc9ugr7TOqH1rB0syju0lL8v0t0Nqb5ZOB3rosiMjqGRgQysMgj0NY2jGTT7640aRmeONfOtmbGTGTgg/Q8f8A1sVt1iawhh1fSL5FUkTGBvUhxgfgOT+NfFYlcvLVW6f4N2f6P5GWLXJy11vFq/o2k/zT9UbdFFFdR2GXoIMdlNbZBW2uJIlOeSAc8+/NalZtjGyaxqjdELR4A9duT/OtKsMMrU1Htdfc2jmwitRUe119za/IoazEZdJuAFUlQG+bpgHJ/QGrkMqzQxyp911DD6HmoNSONLuzxxC/Xp901La5+yQ5bcfLXn14prSs/T9WUlau/OK/NktUJv3Wt2zjnzo2jOewHzcVfqjcDOr2I6kJK30+6M/r+tOtsvVfmFf4V6r8y9RRRWpuUNL+WO4jHCR3Dqg7ADHAq/VLTAPLuW/vXMn6Nj+lXayofw1/XVmOH/hR/rqyjrH/ACCpv+A/+hCr1UtWA/syYt9xcM+Oyggt+gNXaF/Ffov1CP8AGl6L9Qqj/wAx3/t2/wDZqvVS+5rXPJlt/l9tjc/nvX8qKv2fVfqFb7Pqv1LtFFFamxR0f/kFw/8AAv8A0I1eqlpZxYrD3t2MJ/4CcA/iMH8au1lR/hx9DHD/AMGPogooorU2CiiigAooooAKKKKACiiigAqjqnz2yW/Tz5Fj3H+Hvn9KvVSv/wDW2PT/AI+R97p91uv9PfFZVv4bX9boxxH8Jr+tWkXaKKK1NijF+91i4fOPJjWPHrn5s/0q9VK0ydQ1DH3BIgP+9sXP6bau1lR+Fvzf5mND4W/N/m/8hrusaM7kKqjJJ7CqmkoyaZCrKQeTgj3NSagdum3RwTiFzgdehqS2AW1iA24CAfL06dqN6vovzf8AwAetZeS/N/8AAJaoan/y5/8AX0n9av1RuQG1WyDcrtkIH+0NuD/OitrC3e35oMRrTt3aX4ovUUUVqbFC0P8AxNtQH/XM/wDjtX6o6cAxupjy7Tupb1CsQPy6VerKj8F+9/zZhh/4d+7b+9siupTBaTSrjKRsw3dOBnmoNJiWHSrZVIIKbuBgc8/1pNWkMWlzkY+YCPnPG4hc8fWrUSeVCkec7VAzjGcUt63ovzf/AABb4j0X5v8A4A+snW8TfYrLlvPuF3oP4oxy35cGtasydHm8Q2oAXZbxNISevzZXj8qWJV4cvdpfjr+CFi1zU+T+Zpfe1f8ABM06KKK3OkwtV/4m2qw6OrgQIBcXWCfmAPCcHv159iK8++LniXRLW7tPDHiHQ75dMuo1aLVIHVRC28A7AQQSoHPfBxjDZr0Pw8vnNqF+24m5uTsZu8a8Lj8yPwrkvjqbMfCy/wDtUPmOZohbsFBMcm8c89Pl3DI5wSO9c+DlLWunZy/LVJfdd/M4sGudOvLeb/BXUV+vq7i/CHXUfw3D4YvpGTWdKj2yRPt+eIsSjRkcOoUoMj1B5BBPo9fG/hvxvqPhjxJodxqkDv8A2PI0W2SMiYQMNrR84ztBcqCeC3pxX0NpXxL0/wAa38mmeGbwW5jg+0XN5dREGKMbd2xTwWBYDLEAdRvFdcIOcrX+/wDr/gnY9Df8U3UKrBb2xeXWlPm2cEChpCR3OeFQ9CzEDp16Hw6H4c6z4w8QX2oW4t0tw+6RkCxqJDn5FwoU7cDcQO+cFsrXf6F4osdT1a78N6XcW9ncTXGLjUjexyzXEexeY3z+8kZi4GOEUdAcLXa+GbOPSpdR0qCJI7e3mDxBTwFcZA/AAfjmvUhiauR1v3cbTqqzv5K6dtlpdJavrJ6JHBOMViIy6T0fqldfhdHkmoeKj4dgtdJ8mCKCe6i+1WEcqIqlJVLjYzZgJ24OSY2BypFdt4s1mLxX8OpLvR/IuVO3zUF0Y5InbChR8hycsMZ2g8HJFYPjzwaupeOxc3V20VndQHzS88KGTYVbauUwmER23Pu3eUVJAwax9e0jWPEk2LC6ucWVtGIpmYRNqNsJlCuBsDYXG9mYsMgFVAYZ9etRwmJpUqt1Fr3m3e199dr6pdbpJN6XNKqfJKL2/p/odz8KbDWbPRJV1m2bdcRwzfaJZyxlBjUKNhQY2qApyxOV9MV0nhUm2srjRnJ36XObdM94cBoj/wB8Mq/VTVrQbaXTvD9pFdXU0rJCpZrjywUG0fL8iqMDp0/E1wGp/ESxsfiLFHpUMl+J0+yXX2aN38wruZGTap3FCzBsBvlYYyRgeRarmNWq6cd/e02VvXa6ujeLSjFs9BkxD4hhdgo8+AxqR1JByfwxWlWdM4k1XTmUlQ0crYZSrEYXjB5H061o14VJWlNef6ImhpKa8/zSYVQ0j5LWSDtBM8YPcgHOT+dX6o6YP3dyw/iuZefXDY/pj8Kcv4kfn+gT/iwfr+SL1UNY4055B99GVkPcHIHH5mr9UtWAbTnU9GeNfzcD8PrRX/hS9B4n+DL0ZdooorU2KP8AzHv+3b/2ar1UsAa3lurW/wAnvhvm/mv51drKl9r1f6GNH7Xq/wBAqjo//IKh/wCBf+hGr1UtK402JO8W6Jj6srFSfxIJof8AFXo/0CX8aPo/0LtZevf8eMf/AF1H8jWpWdrLyQ2S3USh5Ldw6oejZBX19Gz+FTif4MvQnFq9CfoSaPxo1kP4hCgb/exz+Oc1dqlpH/IJthj7qbc+uOM/jjNXaqh/Cj6L8kVh/wCDD0X5IpX3/H3pv/Xyf/RUlXapaicNZnn/AI+V6HHUEVdoh8cvl+QU/wCJP5fkFUrIYu9S97gH/wAhR1dqjan/AIml+MDrGc9/u0T+KPr+jCp8cPV/ky9VTVc/2Pe7W2n7PJhs4x8p5q3Ve/jaXTrmNEDs8TqFP8RIPFVVV6cl5P8AJlVlelJLs/yZMmPLXau1cDC4xj2xTqhtZFltInWQyAqPnIwTU1VF3SaKi04popS/8hu1Pb7PMP8Ax6OrtUb0+Ve2U55G8xY927/pV6s6fxSXn+iM6XxTXn+aX+QVS0v/AI9pR6XM/Pb/AFjH+tXaz7D93fahbgsUWQSDd/tjJx+OaJu1SL9V+H/AFUdqsH6r8P8AgGhVHVxnT/pNCTzjgSKevar1U9WQPpF2CAcRMwyAeQMjr7iiur0pejHiFejP0f8AX4Fyiq9hI0unW0jElniRiSc8kCrFaRlzJPuaQlzRUl1M5ZI08RSI+A8lqnl577WfcB+Y/KtGsTWv9F1LStRIXy4pTFITxgOMBifQe/rW3WFGXvTg+j/Bq/8Amc+Hk+epTfR3+TSf+a+RznjHwbY+NLC1s752jjguBKWQfMVwQVB7Z4556VB4B8GR+CdBNiJlnnlcSzSBcfNtAI9wDnB44NdVRXpfXa/1f6tze5e9vM6OVX5uoVQ1GSKObTzKoYG6CjJ6MUYA/nV+sTUR9s8R6baDcVgDXUozgccKff5v5152Jk4w03bS/Ff8Ewxc3Gnpu2kvm1/kzbooorc6SlaOrahqCBVDq6ZO7JIKDHHbvV2srTD5uqapOFwplWLOepQYP861axoPmhfzf5s58NLmp383+bKupANpd2pXcDA4IJxn5TVhHEkauOjAEVBqP/IMu/8Ari//AKCafaNusoGyGzGpyvQ8dqd/3tvL9Sr/AL63l+pNVOUqNXtQV5MEoDZ/2o+Px6/hVyqNycatYdeRKOPoP8KKrsl6r8wru0U/NfmXqKKK1NipYlXa6kRcK87d+pUBCfblTVuqOmH5LpfS5k59cnP9cfhV6s6LvBP+t2Y0Hemn/W7KmqlRpN5uUMDC425xuyCMZ9+lW6pascabI3PDIeOv3h096u0L+I/Rfmxr+K/RfmwqpIV/ti2G35jbykNnoN0fH8vyq3VE866uf4bY49ssM/yH5UVdl6oVZ6R9UXqKKK0Nipp5BhlAXG2eUdc5+cnP6/0q3VLSTu02Nj1dnZvcliT+pq7WdHWnFmVB3pRfkFFFFaGoUUUUAFFFFABRRRQAUUUUAFUr/wD4+NPJ+6Ln5s9P9W+P1x+NXapahxJZMRkLcjj1yrD9M5/Csq3wP5fmjHEfw38vzRdooorU2KVj/wAfepf9fI/9FR1dqlan/iZX456oevH3f/rfyq7WVH4fm/zZjQ+D5v8ANlLVwTot+AMk28nH/ATV2oLxS1jcKoJJjYADr0osmD2Nuy7cGNeF6Dij/l78v1D/AJffL9SeqU3/ACGbPPI8mbA9DmPn+Yz7+9Xao3XyapZSMdqYkj3epO3C/jgn8BRW+Feq/MK/wp+a/MvUUUVqbFLS/wDj0kHf7TP/AOjWq7VGwOy4vbc9Ul8zd6h+avVlR/hpf1uzHD/wku2n3NlLVeLJT6Twn64lU/nV2qmqR+ZpdwMsCqFwVODlfmH6ipraQzWsMpzl0Dc+4oTtVa8l+qFF2rSXdL8Lolqigxr059bWPHPoz9vxH+SavVlXh8rxBpzA481ZI2OAM4GQM9evalXdlGXmv8v1FiHyqMu0l+On6mrRRRWx0GdoUkcmiWgTGY4xG49GAwc/jXMfFXR7PxF4Pk0ia7livZX8yyhgG55plB2qVwSVyeTxjqSMVyd1491rRfGE3h+y0tENxeSBPNaInMhi2bR5gUsASNu8Z3KTjpXS+Jb5/B3hG617ToWv9SlTbNfXUsZZT0AJ3AABjwiAjIIxzmu7C5XWhClGsledkkmtemr6Lbu+iOTCzaopS3irP5afojzj4N+ENI1bT9V8V+K2M91a30kUv25vlBCqzNIW6nLkEH3znjHS+D/hXaWfii+1rS5Luy0qcFLbzV2ziNvvCMn5kU9N5w5UkDGdx6zwsbnxdH/bWvWTw+XMfstizo0MJBxuIViWkB4JcKVPRRyTP4r8XPYafdQ6Cn2/VISAyRAskHP8ZCkZ/wBjhjnjmtY0akaioR1mtOnLH9PWT+V9DourXNTSfCmi6HKZNOsUgbzGkUqT8pZERsexCKTnOTz1qO91qz0VNYu5zAjQyIW82dIhJlFwAzEAHg4BwCe/JrmfBHiLxdqejRS3WmWtwRBAV8y7MchUxgiQ/uyG38tkNgdMAg1Z0yXU9Ss7+e68Nm6t9QlJK/bUw0anAUg446jnqO2K58XQqxxkIV5KVm7+8r2S6Xfoc1Sf7ynGC7v5W/zaOF8RmD4l6VZ69aG136fGkt/A127uqbMy7Yg/yqGG3orPjIIABMniTwl4zhuINS0+SKS3tI55Ylgd5Ni4jywMrvuZ/QnohbG44q3qdjqngO0udS0TSL7T9M8hVuYXeG4iLgBQzJvyQ3RiMEdeRkVf8FatPqngjW9H1i3mYWJezKTeW6xjcVVN2SXI6bioX5RjoTX0lfEyw+FdejyujC+js2lLdPXp+KaQVXFQk59n+CNXwdP4d8YJLIbO+vjalFZ9SZpY1bYrFQpwgYFiMKv8Oe4z1V74W0bUJ4ZrixjLxSrKpHHKoyr06AB2IAxg89azPC/gHRvDV6+oWlqiXUsSJ90HywI0UgHrklWJOeSxzniurr5/FYqLq82GlJRsrX3Wmq/pHRTXuK6KcxVdWtcrktFKobPTlD/SrlULpsaxp43KMrKMHqeB0q/Xl0370vX9ETSd5TXn+iCqemlTbSBV24uJgRnPPmNz+PX8auVR0w/Ldjni6k/nmiT/AHkfn+gTdqsPn+SL1VNTK/2bOrLu8xfLAzjJY7Rz9SKt1R1c40yRuu1kbHrhwcfjTrO1OXowxDtSk/Jl6iiitDYqOVOsQDaCwt5MnP3QWTt74/SrdUgca2w55th+jH/H+dXazp/a9X+hlS15vV/oFVNNKm1cqu0faJhjOefNbJq3VHSOdMjY9WZ2J9SWJP60S/iRXk/0FJ/vYryf6F6s3X1DaJcAgEfLwzlR94dxWlWV4gAfTPKcZjkkAceo5P8AMCoxX8GfoyMZ/u8/Rk+k/LYiI/eidkb65P8AjV6qOm/8vn/Xy/8ASr1VR/hr+u5eH/hRX9aXX6FHVfksxP1MMiSAevOMfrV6qWrKzaXOFBJAB49AQTVxWDqGUgqRkEdxRH+K/RfqEdK0vRfqhaojjXSBxutsn3w1XqozfutZtnHPnRtGR6Y+bNFXo/NBX2i/Nf5fqXqKKK1Niho3/IJh/wCBf+hGr9UdM4+1p023L4X0Bwf/AK9Xqyofw4r+tNP0MMN/Biuyt92n6FDVfljtpDwkdwjOfQdM/rV+qmqRiXTLhScYQt+XP9Knt5DNbRSkYLoGx6ZFEdKsl3Sf5oI6VpLuk/uuiSs6L914guIwQfPgWU5bkFTt6elaNZ2oZiv7C4GSPMMTAY53DjPsCKVbRKXZr/L9RYjRRn2a/wAn+Zo0EAjBGQaKK2OgytAPl2D2h5a1meEn+9g5zjt1rVrJkJsNfSU5EF8ojY9hIv3c/UcD3rWrnw2kPZ/y6f5fhY5cJ7sPZPeOny6fhb7iC8tIr6zltZhmORdpx1HuPcdaoaPeTAHTr84vrcYyTnzk7OCevv7+nStaqeoabBqMaCXekkbbo5YztdD7GnVpy5lUp7rp3X9bP9GOtSlzqrS+JaW7rt6rdP1T0ZcorJWXWrSQRyW8V/Fx++iYRPjvlScE/QgU6e81V2CWmlhMj/WXMygKf91SSR+NH1iNtU79rP8A4b8Q+tRtrGV+3K7/AIafO9i3f39vpto1zcthF4AHJY9gB3NU9GtJkE9/eLtu7ttzJ/zzUcKv4D/PFPttLJuFvL+b7VdL9zIxHFz/AAL+XJyeBWlSjCVSaqT0S2X6vz7Lp6kwpzqVFVqKyWy/V+dtEumut3oU2SRIYnkkO1EUsx9AKdWVrMhmEGmRORLdNh9pwVjHLH+nvzWlWp7ODl16evT8TavU9lTcuvTzfRfeO0GN10tJpQRLcM0zn1LHg+3GK06aiLHGqIoVVAAA6AU6ilD2cFDsFGn7KnGHZf1+NzP1s/8AEseJSweVljQKMkkkcflmtAAAYAwBWde4n1SxtsKwQmdxnldvCn8zWjUw1qSl6L9f1Ip+9VnL0X3av8wqhIfM1yBDwIoWkHuSdtX6oWn73VL2b7yptiRvTAyw/M06urjHu/y1HW1cY93+V3/kX6KKZNIIYZJSMhFLY+grRuyuzZtJXZT0n5rWSfoJ5nkA9BnH9Kv1U0uPytMt1Jzld358/wBat1nRVqcb9v6/Myw6apRv2/4P6lHV/m054x9+RlVR6ncOKvVR1H5pLKNeXNwrAewBJNXqI61JP0/VhDWrN+i/N/qFURk64cDgWwyfT5qvVRtf+Qpf/wDbP/0GipvFef6MKu8F5/kmy9RRUdw7R20siDLKhIHuBWjdlc1bsrsq6P8A8guH/gX/AKEavVW05FTTrcL0MYOfUkZP86s1FFWpxXkjOgrUoryX5BRRRWhqFFFFABRRRQAUUUUAFFFFABVHVflsxN1MMiSAeuD0/Wr1UdY/5Bc3/Af/AEIVlX/hy9DHEfwZeheooorU2KKnbrjqvAe3DN7kNgH8jV6qMn7vWYHPPmxNGB6EHNXqypfaXm/0MaP2l5v9GFUdH/5BUP8AwL/0I1eqjpfywzRD7kU7onsM5/rRL+JH0f6BLStF+T/Rl6qGp/8ALn/19J/Wr9UdYz/ZczDqu1gfTBHNFf8Ahy/rz/QMT/Ck/L8rP9C9RQCCMg5BorU2KEH7vWrxG6yoki/QcH9av1Qm/da3bOOfOieMj0x82av1lS05l2b/AB1/Uwoac0ezf46/qRzxCe3khJIDqVJHUZGKq6PN52k27HblV2Hac/d4/pV6s7Tsx3eoW5ySs3mbuMYcZx+GKUtKsX3uv1/zFP3a0Zd7r9V+TNGsvX1ZdPS5UFjazJPtx97B6e3X9K1KZNEk8MkTjKOpVh7HiqrQ56biuv8AX52Lr0/aUpQXVfj0/FIcrK6hlIKkZBB4IpazNElf7I1nN/r7RvKbtkfwkexH8q0XDmNhGyq+DtLDIB7ZGRn86dKftIKXf+n9w6NT2lNT7/n1Xydzy/4q+HhqmoaF/ZwkN8lzueK0CCVYiwZ5Qdu4EFeuevY5NOu7mzn8N6L4XMo1+7knjaa2t44kKxIC2CFCrGPlVcHnDHlqqaf4D8TT+PI9Q1O6SKyFtsf7LvTbG0kh8lG8wsvQMSGO3eFHy1u2Wn6ePGk3/COT2loLG0WPy1UNFLLL85GPXZHGSw5w31r6GtV+rwpxpy9pGEXK0ekm3b3t+trK1977HNNTjJzitHuuvqu/p+u+0mh6jqhZ9YuVtbeRtzWGnsUDH/prLwzn1xtHY5rdtLO2sLVLazt4reBBhY4kCqPwFVIL3UsEXWkuGGMNBMjA+p+Ygj9ahLa5fHYIodOiPBcsJZPwA+UenPrXz9THuokkn6JNfnZfNtl/WY2vGMm305X+N7JfeM1W487boWn4E0iBZCijbBF0JI+nAHv24rXggjtreOCJdscahVHsKhsdOt9OjZYFO5zukkc7nkb1Y9z/AI1arKlTlzOpU+J/gu36t9X5DoUpqTq1fienkl2/Vvq/JIRlV1KsoZWGCCMgivENe1NvCfjmPRtPkI0m5eOKeKS0mJiXczKgwuXG5nKlMkgbcgLmvcKwIbCy1nW57+W3imitm8uEkAhn2lWYjucHbn0rvw+Mp0G6dWHPGaaa+W/y/UWJtJRp/wAzt8uv4fmbqOJI1dQwDAEblKn8QeRTqKK5zqM5T5viByCSsNuFbjhWJz+eK0aztKxM93eYU+dMQrqeGReAf51o1jQ1jzd23/X3HPhtYOfdt/jp+CCqGkHfZGc9Z5HkI9OcY/Sp76XyLGeTdtKocH3xx+tFjF5FjBHt2lUGR745/Wm9aqXZP8dBvWsl2T/F2/RliqGrfPZrB3nkSMH05zn9Kv1Qv/3l1YwdCZvMz6bRmiv/AA2u+n3tBif4TXfT72kX6KKK1Nyivz647LyEtwrexLZA/Kr1UbP5tRv5Bym5Fz7heR+tXqyo7N92/wA/+AY0Phb7t/n/AMAKo6QD/ZUGRjIJ/U1Pe/8AHhcf9cm/kaLP/jxt/wDrmv8AKh61V6fqD1rLyT/Fr/InrL17/jxj/wCuo/ka1Koagiz3VnbyDMTsxYdMkKcfzP5UsQr0nHvp+JOKXNRlFddPvaFtT/xM78Z4zGce+3/61XqpH5NaUk4WSAgf7RDZ/kau06WzXZv/AD/Uqhomuzf53/UiuIzLbSxr950KjPuKj091k063ZenlgfiOD/KrNUdL+WCaEfdindF+mc/1oelVPun/AJhLStF90191mXqo6h8k1lKv3xOE/BgQavVU1SMyabOFIDKu8E/7PP8ASisv3bt/Vtf0DEJuk7dNfu1/Qt0UyKQTQpKAQHUMAevNPrRO6ujVNNXRQh/d61coefOjSQe2PlNX6oXf7nUbO46BiYXI75GR+oq/WdLRyj2f56/5mNHRyj2f56/5gQCMEZBqhpBK2RgPJgkaIn1wf/r1fqgn+j6zInRLlA4/3l4IH4YNFTScZfL7/wDgoKnuzjP5fft+KL9VdStjeafNCAC5GUyP4hyP1q1RVzipxcX1NZwU4uMtmV7K4+12UM+MF1+Yeh7/AK1YrMtB9i1Se1IxFcEzxHHf+IdPxrTqKMnKPvbrR/1+PzM6E3KHvbrR+q/z3+ZWv7Nb6zkgY7WPKOOqMOhH41Fpd613blJgFu4D5c6Z6MO/0PUVerO1CymMyX1kcXcYwVJwsyf3T/Q1NSLjL2sVfuu6/wA1+KuuxFWMoS9tBX6Nd1/mvxV12NGiqtlfRX0bFAySIcSRSDDofcVarWMlJc0XobwnGcVKLugoooqigoopksscETSyuqRqMszHAFJtJXYm0ldiTzx20DzTOEjQZZj2qhpUMsskupXKsss/EaN1jiHQexPU1FHHJrciTzps09G3RRMDmb0Zh/d9B36mtisI/vZKf2Vt5+f+X39jlhevNVPsrbzff07ff2CiiqOqXDw2wihP+kTt5cXPQnqeo6CtpzUIuTOipNU4OT6Eem/6VdXN/g7HPlxZJ+6vcZ6ZNaVRW0CWttHBH91FwM9/epamlBxgk9+vqyaEHCCUt936vViMyojOxAVRkk9hVLSVb7AJXBEkzNK34n/DFGqsxtVt0OHuHEQI7A9T+WauqqoiooAVRgAdhS+Kr6L8X/wET8Vb/Cvxf/AX4i1R1ZiNOkRSQ8pEagdSScY/LNXqoXX7/UrW3H3Y8zuPpwv6k0Vvga76ff8A0x4j+G4rrp9+n+ZeVQiBVGFUYA9BS0UVqbFGX95rNso48qJ5CfXOFxV6qNv+81a7kPPlqkSkdPU/jyKvVlS1u+7f+X6GNHXml3b/AA0/QKo6dybxjyTcuCfpjFXJHWONpGOFUEk+wqrpcbR6bCG+8wLn8Tn+tEtakV2v/kEtasV2Tf5IuVU1R/L0y4OAcpt59+P61bqlqXzLbRdVknQMvqBz/SnWf7t/15fqFd2pSt2/PT9S3GgiiSMEkKoXJ6nFOoorRK2hqlZWQUUUUDCiiigAooooAKKKKACiiigAqC9ANhcAjI8pv5VPRSkrpomUeaLXchsyWsoGJJJjUknvxU1UtJyNPSNj88ZZGGfukE8fyq7U0neCfkTRlzU4vyRRvBsvrGZvuh2T8WHH8qvVR1b5bHzh96F1kX6gj/Gr1TDScl6P9P0JhpUmvR/hb9AqjZ/Jf38Q+4HVx9WHP8qvVRk/da1C3aaJkwPVTnJ/M0VNHGXn+en+QVtHGXZ/np/kXqjnjM1vLECAXQrk+4qSitGrqzNWk1ZlTTJPN023bGMIFP1HH9Kt1Q0791NeW5GGWYuB22tyMfrV+s6LvTV/T7tP0MsO26avutPu0/QoasClvHcAf8e8qyHHUjof0NXwQRkHINNkjWWJ42+66lT9DVTSpGaxWN/9ZAxib6rx/LFHw1fVfl/wBL3a3+Jfiv8AgMu1m3QNrq1tdhQVmH2d8DkZ5U/nWlVe9tVvbOSBuNw4Poex/OitFyjputV6r+rfMdeDlD3d1qvVf1b5liiqmm3LXVmrSDEyExyj0Ydew+v41bq4SU4qS6mkJqcVJbMydRVrG8j1SJSUA2XSr3Ts2O+3+VaiOssayIwZGAZWHQg96cQCMEZBrGUPoUrAh5NMc5BHJtj3z32+/asH+5k5fZe/k+/o+vZ67XOaT+rzcvsPfyff0fXs9dmzUubdLu2kgkaVUcYJilaNh9GUgj8DXmek/DjVdD8SXGu2dxC0guJHS0e6n8uRGSM/f3FtxYMCX3A4BwOBXqCsrorowZWGQQcgilr08NjauHjKNN6S363OlxUrMzNN1y31CZrWRJLTUI13SWdwAJAPUdnX/aUkfjxWnVLUtKs9WhWO7i3FDuikViskTf3kYcqfcVg6hrtz4NtTPrs32zSlYKt8u1Zo8nAEicB/95Of9nvSjSVZ2o/E/s/5Pr6PX1C9tzq6K5/wx4x0nxZb7tPuEaZIo5Jod4LRl1DbcZycZwTjGeOoONO/1BbPbFGvnXcvEUCnlj6n0HqawxEZYZuNZcrXf+vu7kzqwhHnk9DE8deLrTwloTzzSYnmDJCikBicdR+n4kds1e8M6xpGraaV0a7juYLVzCzIwOSOpwPU5POM9Rxg1j+MNGEngXxBPeTu12bGaV3iYoPljYiMd9gOOO+OfSun03TbfSrX7La71twxZI2bIjB/hX0Udh26DjArSFOi8N7aSaqNteSWj+/v93QypRnKftZqza0XZf5vd/JdC3VPU7hrexfYCZZP3cYBIJY8DkdPX8KuVmE/b9YCg5gs+Tg8NIfx7D9a5K0mo8q3en9eiuViJNQ5Y7y0X6v5K7+4u2luLW0igX+BQM+p7mpqKK0SUUkjaMVFKK2RQ1T96lvajnz5VDKOpUcn+Qq/VBP9I1mR+qWyBB/vNySPwwKv1nT1lKXy+7/g3MaXvSlPzt93/BuFUP8AW65/eWGD8FZj/PAq/VDTf3v2i7PPnyHaf9heB/WiprKMfO/3f8GwVdZQj53+7/gtF+iiorqXyLSaUEAohYE9M4rRuyuzaTUU2+hW0r5rWSboJpXkA9BnH9KvVW0+LyNPgjwQQgJz1yeT+tWaiimqaT7GdBONKKfb/g/qUtXJGlz4PUAH6ZFXQABgDAFUdQ/eS2cI+80wfHbC8n+lXqUdakn6L9RQ1qyfovzf6hVKT95rMKnjyoWcH1yQMfpV2qVv8+qXjnnYERT6DGSP1oqa8q8/y1Ctq4x7tfhdiXv7u7sZj0Ehjx/vDGf0q9VPVVZtMmKA7lAYY6jBBz+lW1YOoZSCpGQR3FEdKkl6P9P0CGlWS72f6foLVKDMerXSE/6xUkUDpx8p/HgfpV2qN1+71Kzl+6G3RM3rkZA/MUVdLS7P/gfqFbTll2a/HT9S9SModSrAFSMEHvS0VqbFLSmP2FYnOXhYxN7YPH6Yq7VGL91rE8Y+7LEsp9iDt/Xj8qvVlR+Dl7afd/SMaHwcvbT7v+BYq6hCZrKTbnzEG+MgZIYcjFS28vn20U3HzoG4PHIqWqGn4hnurPtG+9P91ucD6HND92on30/VfqKXu1U/5tPmtV+F0X6o6orLbrdRgmW3beMdx/EPy/lV6ggEYIyDVTjzxcTSpDng4iKyuiupBVhkEdxS1n6eBazz2ONoRvMiA6bD2H0Oa0KKcuaN3uKlPnjd79fUqajZm8tsIQs8bB4nP8LDp/hT7G7F5arLsZHBKujDBVh1FWKzLyJrG5OowIzIVxcxqfvKP4gO5H8qzn7kvaLbr/n8vy9DKovZy9qtuv8An8uvl6GnRTIpUniSWNgyOAykdxT62Turo6E01dFK802O6lWdHe3ukGFmjxnHoezD2NQrdahZ5W8tftMY6T2w59OUJznv8ua06KydFX5ouz/P1W35PzMZUFzc8Hyvy2fqtn+D8ygmt6azujXaRMn3lnBiP5NiiTW9LjXcb+3bJxiNw5/IZNXsDcGwMgYBpNi79+0b8Y3Y5x6UWrW3X3P/ADC1e1uZfc/8yi+ozytssrCaQ5ALzAwoP++huP4Cmx6W08q3GpSrcyLysQXESHHZT1PXk/pWlRR7Hmd6jv5dPu/zuL6vzO9V83lsvu6/O/oFFFFbHQIzKilmICgZJJ4ArNsAb64bUnLeWfltlJ+6vQtj1P8AKmyMdYm8mLH2GN/3shGRMR/CPbPU1qgADAGAKwX72V/sr8X/AJL8/Q5k/bT5vsr8X39F+L16BRRVa+uDbWrOg3St8ka+rHpWspKKcmbzkoRcnsiCIC71aWY5KWo8uPB43EfMfr0FaFQWVv8AZbSOI8sBlznOWPJP51PU0otRu93q/wCvLYijFxjeW71fz/y0XyCqFlie8urrsG8lPovXH1P8qnvbg21qzoN0pwsa+rHgU60txa2kcIOdi4J9T3P50pe9US7a/wCX6smXvVVHtr89l+rJqRmCKWYgKBkk9hS1S1NybUQIcPcOIh9D1/TNVOXLFyNKk+SDkGlKfsKyuCHmYyt9Sf8ADFXaRVCIFUYVRgD0FLRCPLFR7BThyQUexT1N2WwkRMb5cRqPUsccfhmrUaLFGsa/dUBR9BVO4/fanaw9RGGmYH8lP5k1eqYazlL5fr+pEPeqSl20/V/iwqjP+81e1VesaO7fQ4A/Wr1UrX97f3c/UKRCpPUYGSPzNFTXlj3f5ahW15Y93+Wv+RdooorU2CiiigAooooAKKKKACiiigAooooAKKKKAKNj+7ub2HqRL5mfZhmr1UpP3WsQtniaJkwPVTnJ/M1drKlonHs3/n+pjQ0Tj2b/AM/1IrmIzWs0Qxl0KjPTkVHYS+dYQPkk7ACT1yOD+tWao2H7qW6tR0jk3L6BW5x+BzRLSon30/X/ADCXu1Yvumv1/wAy9VHVP3UMd0PvQSBvcqeCPyP6VeqOeJZ4JIm+66lT+NVUi5QaW5VWDnBxW/69PxJKKq6dK0tjHv8A9Yn7twTzuHHP8/xq1ThJSipLqVCanFSXUoTZi1i2l7SxtEc9Bj5h+PWr9VdQgaezYR/61CHj/wB4cj/D8alt50ubeOZPuuM/T2qIe7OUe+v+f9eZlD3ako99f0f4/mS1QT/R9ZkTolygcf7y8ED8MGr9VNStjcWbeWB50ZDxHHIYc8fyoqp25lutf6+Q66fLzR3jr/mvmi3RUVvOlzbxzJ91xn6e1S1ommro1i1JXWxl3AGnaiL1VPkT4jn2j7rfwufbsa1KbJGksbRyKGRhhlIyCKzrSRtOlXT7gsYycW0zHO4f3CfUdvUVj/Cl/df4P/g/n6nOv3M7P4Zfg/8AJ/n6mnQQCMEZBoorc6TMOmzWeX0uZYgTk28ozEfXHdevbj2pRq3kpm/s7i2IGSwQyp1/vJn9QK0qKw9jy/w3by3X3dPk/kc/sOT+E+Xy3X3dPk16FFdZ0tkVxqFqAwyN0qg/kTWF4v1mzl8NX9laXjNdXKi2iNtliHkYIOVB7t/k11QAUYAAGc8Vg6mi3HiLRNOjUCOEy30iqMDCDYo/76lDf8Arpwqq+1jJtWWr0fTXv3sDVe1rr7n/AJlTw7odzoumR6fpkb2dsscamS5YOxYJgusYOFLEZOT1ycZJrfs9OgstzIGeZ+XmkO53+p9PbpVuis5RdSo6tVuUn1f9WX5+Y4YeMWpSd2u/T0Wy/PzMDxvJHH4F18O6qX065VdxxuPlNwPet1JY5CwR1Yo21tpztPofeuM+KWlPq/g2S0gXfcyzxQwo0zopd3CjIUgNgkH5sgcntWloGkQeD9GlgkuJZgZmYO00kjSknI+VmIDkk524BPOBnjvnGlHAqpKdpcz08rJXuXKai25bI2NQvDaW+IwGuJDthj7s3+A60+xtBZ2qxb2dySzuxyWY9TUFlbTPcNf3ahZ2XYkY/wCWSdcZ7n1q/XmU05S9pL5en+b/AC+ZnTTnL2svkvLv6v8ABWXcKiuZ0treSZ/uoM/X2qWs+5zeX8VqoHlwssszZ7/wrj9aqpJxjpu9v6/EutNxj7u70Xr/AFr8iXTbdrazUSZ86QmSQk5+Y/5xVuiiqhFQioroVTgoRUV0K9/P9nsZZASG24THUseB+tOs4Ps1nDDgAogBx69/1qtcfv8AVLe3P3Ix57e5HA/Xmr9RH3puXbT9X+hnD3qkpdtP1f6IKo6n+8SC26+dKoZe5Ucn+VXqop/pGryN1S2QIP8Aebk/pgUVtY8vfT/P8B19YqH8zt/n+CL1FFFamxRP77WV7rbxE8dmY9/wFXqo6d87Xcx5LzsN3qBwKvVlR1jzd2/6/Axoaxcu7b/T8kFUdM+aGaUfdlnd1+mcf0qxdyGKznkVtpWNiD6HFJYxiKxgQLtxGMj3xzQ9ai8k/wDIJa1kuyb+/QldFkjZGGVYEEe1VdMdmsI1fG+PMbD0KnHP4Yq5VKH91q9xHnIljWUegx8p/pRPScZfL+vuCfu1Iy76ffqvxRdqnqiFrCR0+/FiRT6Fef8AGrlFXOPNFx7l1Ic8HHuNjdZY0kX7rAMPoadVLTiY/PtD/wAsHwg/2Dyv+H4VdpU5c0UwpT54Jv8Ap9SjqAMLwXgGRCxEn+4eCfw4P4VeBBGQcg02RFljaNxlWBUj2NVdMdjZiKQ/vICYn/Dp+mKle7Ut3/Nf8Ahe7Vt0l+a/4H5FyqN6Ps91b3oB2rmOUj+4e59gavUjKroyMAVYYIPcVU480bFVIc8bLfp6oUEEZByDRVHTWKRvaOTvgYqN3Up/Cfy4/Cr1OEuaKY6c+eKkU9Qt3kVLiBVNzAdyZ43DuufcVPbzpc28cyfdcZ+ntUtZsoGmXbXAVVtJcedjjY3Zseh6H86zl+7lz9Hv/n/n/wAAyn+6l7To9/8AP9H5WfQ0qKAQRkHINFbHQZj20+nGSaxUSQE7ntcdPUoe30/lV22uobuESwtuXJByMEEdQR2NTVTuNOSSQzwO1tc9TLH/ABf7w6MPrWHJKnrDbt/l/lt6HP7OVJ3p6rt/l29Nu1i5RVAXtxbELe2zEZP763UumPdfvD8iPerNvd292pa3njlAxna2cfX0q41Yydr69uv9feXCtCT5b2fZ6P7v8rk1FFFaGoUU13SJGeRlRFGSzHAAqkdTEp22MD3Z/vqdsfX++eD+GaiVSMd3/n9xnOrCGknr+P3bl13WNC7sFUDJZjgCsxpJNYPlwFo7DJDzA4M3+yvt6n8qlWwlumEmoyiQBty28fEa+me7H68e1aFZtSq/FpH8X/kvx9DJxnW0lpHt1fr2Xlu/IbHGkUaxxqFRRhVAwAKdRRW6VtEdKSSsgJAGScAVnQZv777US32eH5YQRgOccv7+gpbxnvJjYQllGAZ5Bj5VP8I9z/Kr6qqIqKAFUYAHYVi/3krdF+L/AOB+foc7/ezt9lfi/wDgfn6C0UVBd3AtbV5iMkDCr/eJ6D861lJRTbNpSUU5PZFd/wDS9VWP/llagOw9XPT8hk/jV+q9lbm3hPmHdLI2+Q/7R9PbtViopxaV3u/6/IijFpOUt3r/AJL5L9Qqj/r9Y/2baP8A8eb/AOsP1q1PKsEEkrfdRSx/CodPiaO23yf62Y+bJ7E9vw4H4Up+9JR+f+X4/kKp704w+b+W34/kWqKKiuZhbWssxx8ikjPc9hWjaSuzWUlFNvoVrL97d3lx2LiJc+i8H8M5q9VewgNtYwxN94L831PJ/WrFRSTUFfff79TOjFqmr7vX79RsjrHG0jHCqCSfYVW0xGWwjZ8b5MyMfUsc0mpljZmFD+8nYRr756/pmraqEUKoAUDAA7Ut6novz/4CF8Vb0X5/8BC0UUVqbBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAFLVPkt47jP+olVzjqRnBH5GrtRzxefbyxEgb1K5Iz1FRadL5+nwOc52gHJzyOD/ACrJaVGu6/LQxWlZruvy0/VFmqMv+janFKOEuB5b+m4cqfr1FXqp6mjGyaRBmSEiVc+q8/yzRV+G66a/18rhXXucy3Wv3f8AAuXKKbG6yRrIpyrAEH2NOrXc2TvqijB/o+qzw9EmUTJ9ejf0NXqo6l+6EF4P+WD5Y/7B4b+h/Cr1ZU9G4f1Z/wDBuY0vdcodtfk9fzuFULHFtPNZNwAxki9Cp5IH0Oav1S1KNhClzGpaW3beoHUjow/EUVdLTXT8uv8AXkFZWSqL7P5df8/kXaKajpLGrowZGGQR0NOrXc2TvqjOUf2fqG1VUW103bjZJ9Pf+daNRzwR3MLRSoHRhggiqthO6H7DcsPtEY+U5/1idm/xrGP7uXL0e3+X6r5o54/up8n2Xt5Pt+q+aL1RXFvFdwNDMgZG6j+v1qWitWk1Zm8oqSs9jMjuZtOkWC+fzIDgR3WP0f0Pv0NadNdFkQo6hlIwVYZBqgLGeyJbT5F8onJtpSdo9dp6r9OR7ViuenpuvxX+f5+pzpTpaL3o/iv81+PqaNFURqsCELdrJaNnH79cL/32Pl/WrqsrqGUgqRkEHgitI1Iz+FmsKsJ/C/69N/wK9/PLbafPPBC00qIWSNSoLH/gTKPzI+teceB/Gs3iH4g6pHeWZtpHtYUhRnQ7FVdzBTu+YFnZgVBypU8Ac+nOiyIyOoZGBDKwyCPQ1j6t4esbyyujDp9u15IwlRzIYWEgVVVhIqsyEBFGQD0HFelhK1CFOdOpHWWifbb/ACKkndNG1RXkPgvVPF9hq2sx6pFHcSCYKovtQMYz5ceAAkLFm2GI8gdTxktWl4uv/G19Y2K2eipZSG9g2TRXzyJ/rUx5iGFTt3bc9DjPUbqqeAUcUsN7WLfe67XMvrEL8vXt/W3zsS+J/iF4dh8R6XZPfwyxWc7XNw0UqMCwUoiA5xne+TkjHlknjmu1soHupE1C6KsxGYI1YMsanuCOCT6/lXH+G/Aa3D2+v619tTXGjZZXkujJIr7kIYNtULjYw2gFdrkZYV6FWeYww16dOk2+S99rN33XfyD2bm1Ke3b/ADCiikZlRGdiAqjJJ7CuI3ILy6W1gL4LOeERRku3YAU2xtmtoD5jF5pDvlY92P8AQdKhtFe8uBfyhlTbiCNsZAPVj7n+VaFYw9+XtHt0/wA/n+XqYU/3kvaPbp/n8/y9QpsjrFG8jfdUFj9BTqoXpN3Mtgh4IDzH0TPT6n+WaupLljdb9PUurPkjdb9PUdp6M0bXkv8ArbgBiOyr/CB+B/M1doopwjyxsOnDkiojZHWKN5G+6oLH6CqumIy2SyP/AKyYmVvq3P8ALFN1H995NmvJmb5wP+eY5P8AQfjV6oXvVL9vzf8AwCF71W/SP5v/AIFvvCobub7Payy5GVU7c85PYfnU1Ubv99fWluP4WMz46gL0/MmnUk1HTf8AzKrScYO270+/T+vQmsofs9lDFggqo3A+vU/rmrFFFXGKikl0KjFRioroUtR/fLFZjrO4BPoq8k/pj8au1SX99q7N1SCPbz2duTj8MfnV2s6espS+X3f8G5nS1lKfnb7v+DcKpX/7p7a5HHlyBXbsEbg5/HH5VdqOeLz7eWIkDepXJGeoqqkXKLS3KqxcoNLf9dySiq1hKZbOPdnzEHlyAnJDDg1ZpxkpRTRUJKUVJdSjP/o2owzL8qTfu5T2z/D+Pb/Iq9UN3bi6tZIGON4xn0PY02yuDdWccrDDEYYejA4P6ioj7s3Hvr/n/mZx92o49Hqv1/R/MsVRn/0XUI7j/lnPiKQDs38Lf0/EVeqO4gW5t5IX+66kfT3qqkXJabrYqrFyjputV6/1p8ySiqthM0tvtk/10TGOT3I7/jwfxq1TjJSSaKhJTipLqUr9HiKXsKkyxcOB1dM8j+tW0dJY1dGDIwyCOhp1UIv+Jfc+Q3FtK37n/YY9V/HqKh+5K/R/n/wf8jJ/u583R7+T7/PZ+di/SMqujIwBVhgg9xS0VqbmYrtpUgjlYtZMcJIx5iJ6KST933rTBBGQcg0jKroyMAVYYIPcVn7ZtLzt82ezx90Dc8X07lfzIrDWl/h/L/gfl6bc6vR/w/l/wPy9NtGimRSxzxLJE6ujDIZTkGn1smnqjdNNXQVXuLC0ujuntoZGxjcyAkfQ9RViiiUYyVpK4pQjNWkroprpkCtkSXWMYC/apMD/AMepf7Ng5/eXXXP/AB9S/wDxVW6Kj2NPsR7Cl/L/AF95TTS7FJPMNuskmQfMlzI3HTlsmrlFFVGEY/CrFQpwh8KsFFFBIAyTgCqLCqN1cyvN9ks/9fjLyEcRD1PGCT2FNa6mvi0dgQsY4a6PIB9FH8R9+n1q1bWsNpF5cKbRnJJOSx9SepNYuTqaQ27/AOX+f3HO5OrpD4er/wAv8/uu9ktbWKzh8uId8sx6sfUnuanoorWMVFWRtGKiuWKsgrPUi/vwwy1tb9MjAMue3rgfhk0+9d5pFsoWKvIMyOvWNf8AE9BVtESKNURQqKMADoKyf7yVui/Pt/mZP97Ll6Lfzfb5dfkh1FFMlkSGJ5ZG2ogyT6Ctm7as2bSV2VLv/SrqKzHMY/eTfQfdH4n+VXqp6fE4ia4mXbPOd7j0HYfgP61crKmr+++v5dP68zKim05vd/l0/ruwqjdf6RfW9r2U+e59geB+f8quswRSzEBQMknsKp2AaTzrtwczNlM9RGPu8du5/Gip7zUO/wCS/pBV95qn339F/m7Iu0UUEgDJOAK1Nikf9I1ZcdLVCSfVm7fkP1q7VLTP3lu10w/eXDFz9Oij6YAq7WVLWPN31/y/CxjQ1jz/AM2v+X4WCiiitTYKKKKACiiigAooooAKKKKACiiigAooooAKpWv7q+urfopIlQH3+9j2yP1q7VK9/c3FtdE4SNij+wbjP0zj/IrKrpaXb8tmY1tLT7P8Ho/8/kXaRlDqVYAqRgg96WitTYpaexRZbVycwPtQHrs/h+vp+FXao3f+j31vddmPkOPYng/n/Or1ZUtE4dvy6f15GNHROD6fl0/y+QjKHUqwBUjBB71T09jGslm5Je3IAY/xIfun+n4VdqleqYZYr1AT5QIlA6lD1/Lr+dFT3Wprp+X/AANwq+61UXTf06/dv95dopFYOgZTlWGQfUUtamxQt/8AQr1rU8QSDdD6A/xL/UfjV+obq3S6t2hckA8hh1UjoRUdncPKhjnAW5j4kUfoR7Gso+4+Tp0/y/y8vQwh+7l7N7Pb/L/Ly9C1Va7tBdIpDmOZDmOReqn+o9qs0VcoqSszWcFNcstinaXhldre4UR3SD5kzww9V56VcqvdWiXSrl3jkQ5SRDhlP+exqGK9aJ1t74COU/dlxiOTnjBzwfY1mpOHuz+T/wA/P8GYxm6b5am3R/59n+D8noXqKKK2OgCARgjINUm0mxLbo4BA+CN8BMbc+64z+NXaKmUIz+JXInThP4kmVP7Ng2keZdYP/T1L/wDFU1tLt3J3vcspGCpuZMf+hVdoqfY0+xPsKT+yv6+ZXtrG0sy5trWGEvjcY0ClvrjrViiirSSVkaRioq0VZBRRUNzdQ2kXmTPtGcAAZLH0A6k0NqKuwlJRV5OyJWZURnYgKoySewrNVG1WQSSqVslOUjYcykdGII+77U8W82oMsl7GI4BytsTkk9ixHB+nIrQAAGAMAVjZ1d/h/P18vLr17GFnWfvaR7d/Xy8uvXTQAABgDAFFFBIAyTgCtzoIri4jtYTLKSFHHAJJPYADrUNhA8cJlnH+kTHdIf5D8BxUduDe3Ru2H7mPKwqeh9X/AB6D2+tX6yj78ufp0/z/AMvL1MIfvJe06Lb/AD/y8vUKCQBknAFFUtQZpBHZxn5pzhsdVj/iP9Pxq5y5Y3NKk+SLYliDPLLfMP8AWfLF/wBcx0/M5P5VepFVURUUAKowAOwpaUI8sbBThyRs9+vqFUdP/fvPe9pmwg9FXgfmcn8afqEji38mFsTzHYmO3qfwFWY41iiSNBhEAUD0AqX71S3b83/wPzIfv1bdI/m/+B+Y6iiqepMTDHApINxIIzjqFP3sfgDVzlyxbLqT5IuQmljdZmYggzu0uPTJ4/TFXaRVCKFUAKBgAdqWlCPLFRCnDkgo9goooqyykg+yaiyf8srnLD2kA5H4jn8DV2qt/C8sCtGu6SJ1lVf72O35ZqeGZLiFJYzlGGQayh7snD5r9fx/Mxp+7Jw+a+e/3P8AMfVFf9G1UoPliuF3D0Mg64+o5/D61eqC8g+0WzIOJB80Z/usOhp1E2rrdf1+I6sW1zR3Wv8AwPn/AJE9FQWc/wBptY5Dw5GHGMYYdR+dT1cWpJNFxkpJSXUo3QNpdJeLxG3yT/Ts34fy+lXgQRkHINBAIwRkGqNqfsUv2Jz+7PMDHuO6/Ufy+lZ/BLyf4P8A4P5+pl/Dn5P8H/wfz9S9Uc0MdxEY5Fyp/MH1HvUlFaNJqzNmk1ZlO3lkglFpcuXcgmOUgfvAPXHcVcqKe3juUCyA8HKspIKn1BHSq9tPLCyW15jzDwkoPEn+B9qzTcHyy26P9H+n+e+MW6b5ZbdH+j/R9fXe7RRRWpuUpLDbI0tpK1vIw5CgFGPqV/qMGm/b3tgRqEXkgAfvUy0Z/HHy8+v51forJ07awdvy+7/Kxi6Nnem7fl93+VhqOsiB0YMpGQynINOqpJplq7tIkZhlYEGSFjGefXHX8aQW95GR5d9vXGCJ4gx/Art/XNPmmt4/d/wbBz1F8Ufuf6OxcoqpjUEOd9rMP7u1o8fjlv5UA6i+AUtYfU72l/TC0e08n93/AAR+1/uv7v8Ag2LdBIAyTgCqhhvnAVr2NB3aKDDfhuZh+lJ/ZsLnNw0twSeRLISp/wCADC/pRzze0fv/AKYc838MfvaX+bEbUo3JS0RrpwM/usbR9WPH4dfam/YpbsZv5A6HB+zxjCD6nq36D2q8qqihVACgYAA4ApaXs3L43fy6f8H5/cL2Tn/Ed/Lp/wAH5/cAAAwBgCiiitTYKrXV0LfaiKZJ5DhEH8z6AdzRdXQgZIkUyTyZ2IP5k9hRa2rQmSSVxJPIcs4GAB2UewrKUm3yx+b7f8ExnNyfJD5vt/wfy3fmtpbfZo23NvlkYvI2OpP9KsUUVpGKirI0jFRXKgqhJi/u1jAzBbvmQ/3nHRfw6n8Kmubh1dbeAAzuMjPRF/vH/PNSW1uttFsUliSWZj1Zj1JrOXvvl6df8v8AMyn+8lyLZb/5f5ktFFNd1jRndgqqMknsK1N27asqagTOFsUPzy8uR/CgPJ/Hp+NXap2KM7S3kilWnxtQ9VUdPx7/AI1crKnreb6/l0/zMaXvXqPr+XT/AD+YVS1El1hthz58gVlB5KDlv0H61dqlZn7VO96fuEeXCPRQeT+JH5AUVdVyd/y6/wCXzCt7yVNdfy6/5fMugADAGAKKKK1NgooooAKKKKACiiigAooooAKKKKACiiigAooooAKjuIEubd4ZPuuMHFSUUmk1ZiaUlZlaymeWDbL/AK6I+XJ9R3/EYP41Zqif9F1Nnb/V3QVQ3o46D8R/Kr1RTbtZ7r+vyM6LfLyvdaf5fehk0KXELxSDKMMEVBp8zy2iiY5mQlJB3BHr+GD+NWqo3P8Aot3FcrwsrCKYdufut+B4/GlP3Wp/f/XkKp7klU+T9P8AgP8ABsvUjKHUqwBUjBB70tFamxRs2a3nksnb5UAMJbqV9PfHT8qvVXvbY3NuQh2zL80b/wB1v88U61uVuYt2Nrrw6HqjelZQ918j+X+Xy/Ixp+4/Zv5f5fL8iaql3avIfPtn2XKLhT2YZztPtVuirlFSVmaTgpqzIba4S5i3qCpBKsp6qw6g1NVO4tZFlFxaYWXcC6FiFkHv2z74qa3uEuYyQCrKcOjdVPoamEnfllv+f9dv0IhN35J7/n/XVfoTUyWKOeJo5UV0YYKsMg0+iraT0Zo0mrMoi3u7Rh9ml86LnMU78j02tgn880+DUYJpFhfdBcEZ8qUbW/DsfwzVumSxRzIUljSRD1VhkVn7Nx+B/J/1dfiZeylD+G9Oz1X+a/EfRVJdNji2/Zpp7cLn5Y3yvP8AstkD8AKcItQVcC7gb0L25z+OHA/QU+eS3j92v+QKpNfFH7rP/It0VU3ainHlWsvP3vNaPj6bW/nRt1BgT5trEey+W0mPx3Ln8qPaeT+7/gj9r/df3f8ABLdRzXENsm6eVI1PQuwGarm1uZCfOvnAPGyFAg/M5b8iKkhsbaGTzVj3SjpJIxdh7bmJNHNN7K3r/kv8xc1R/DG3r/kv8yE3VzdbRaQNGjZzPOuAPomQx/HFSW9kkMnnyO01yV2mV+uPQDoB7CrVFCp63k7v+un9Mapa803d/h8l/wAO/MKKKK0NQrPnf+0ZTax5+zj/AF0gBwcH7gP86JZJNQ8yC2cxwglZJsHJPcL/AI1eREijVEUKijAA6CsX+90Xw/n5enc52/baL4fz8vTu/kurHAADAGAKKKK2OgjnmS3heaQ4RRkmoLOFw8tzMu2WYj5f7ijoP6n3NRnOozuh4toX2sO8jDnH0H61frJe/Lm6Lb17/wCXzMI/vJc3RbevV/ovmFFFVL6VhGLeL/XT5Vf9kd2/D/CrlLlVzWc1CLkxlt/pV9Jdg/ulXyo/9rn5mH44H4VepkMSwQRxL91FCj8KfSpxcVruTSi4x13er9QqlB+/1K5lPzLEBFGewPVvx6flUt5cG3gyg3SuwSMHoWPTPtTraAW1ukQJYgfMx6sTyT+JqZe9NLtr/l/mTL36ij21f6f5k1FFFamwUUUUAFUrbMF/cW54R/30f4/e/Xn8au1WvIXkRJYcefCd6Z7+q/iKzqJ6SXT+mZVU9JLdf0/68izRUcEyXECTJ91xke3tUlWmmro0TTV0UZv9Cujcj/US8Tf7J7N/Q/hV6kZQ6lWAKkYIPeqdgzRNJZyH5ojmPPUx9vrjpWa9yVuj/P8A4P5mS/dzt0f4P/g/ncu1DdW6XVu0LkgHkMOqkdCKmorRpSVmayipJxezK1pcNKpimAW4j4dR39GHsas1XubbztskbeXOn3H/AKH1HtRbXPnbo5F8udPvp/Ueo96iLcXyy+T7/wDBMoScXyT+T7/8H89+5YqK4t4rqBoZkDI3UH+dS0VbSaszVpSVnsUvMuLI4m3Twf8APUDLr9VA5HuPy71bR0ljV0YMjDII6GnVTNiYSWspPIOcmPGYz/wHt+GKztKG2q/H/g/1qZWnT+HVfivTv89fMuUVTF/5WBeRPbn++2ChP+8On44q4CCMg5Bq4zjLYuFSM9mFFFFUWFFFFABRRRQAUUVUfUId5jgzcSjjZFg4+p6D8TUynGO7JlOMPiZbqk129xM8FltJQ4eZuVX2AB5P8qDbT3X/AB9uqxf88I+Qf95jyfoMfjVtEWNAiKFUDAVRgCo96fkvx/4H5mfv1NtF+L/y/P0Ire1S3ywLPK335HOS3+A9hxU9FFaRioqyNIxUVZBUNxcJbRgkFmY4RF6sfQUXFwltGCQWZjhEXqx9BUdvbuJDcXBDTsMcdEHoP8e9RKTb5Y7/AJETm2+SG/5f10X6BbW7rI1xOQZ3GDjoi/3R/jVqiiqjFRVkXCCirIKozf6befZf+WMOGmH949VX6dz+FT3dx9niyq75WO2NP7zUWtv9njbc2+V23SP6n/DsKifvvk6df8vn+RnP35ezW3X/AC+f5epPRRRWpsVr2do4hHD/AMfEvyxj0Pc/QdalghS3gSFB8qDAqtaZuZ2vSPkK7IQf7vdvxP6AVdrKHvPn+70/4P8AkY0/fbqfd6f8H8rBRRRWpsFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQBDdQC5tniJKkj5WHVSOQfwNNsp2ubOOV12uRhl9GBwf1FWKpf8ed9/0xuW/75kx/UD8x71lL3ZKXTZ/p/XmYz9yan02f6fjp8y7TJY0miaORdyMMEeop9FatX0Zq0mrMqWcroxtJyTLGPlY/8tE7H69j/wDXq3VS/hd4RLAubiE7o/f1H4irEMyXEKSxnKMMg1lB2fI/l6f8D/Iyptxfs3029P8Agf5D6pXUbQXC3sSliBslUfxJ6j3H8s1doq5x5lYucOdWGo6Sxq6MGRhkEdDTqouj2MjTQqWgY5kiHVf9pf6j/JuI6Sxq6MGRhkEdDSjK+j3FCd/dlo1/V0Oqrc2QllW4ibyrhAQrgA5Ho3qKtUU5RUlZlThGatIqxXZ80QXMflTHhcZKP9Gx+nWrVRz28VzH5cyB1zkZ7H1B7H3qtsurQjy2a5h/uNjev0YkA/jz71F5Q31X4/P/AIH3Gd5w+LVd+vzX6r7i7RVeC8hncxglJgMmKQbWH4dx7jirFaRkpK6NIyjJXi7hRRRTKCiiigAooooAKKZLLHCheWRI0HVmOBVX7ZLccWUW5f8AntJlU/Du34ce9RKcY6PciVSMXZ79upalmjgjMksiog6sxwKpqJ9Qy0m+C2z8qDKvIPUkHge3WpYrJVlE07+fOOjsoAX/AHR2/n71aqeWU/i0Xb/P/IjllU+PRdv8/wDJfNjURIo1RFCoowAOgp1FFa7GyVtEFU5ppJpTbWzYYf6yXtGPQf7X8qJ5pJZjaWx2uADJJ/zzB9Pc1Yhhjt4hHGuFH5k+p96ybc3yrbr/AJL9f6ti26j5Y7dX+i/V/LfYhhS3iWOMYUfjn3NSUUVokkrI1SSVkBIAyTgCqVgDO0t64yZCVjP/AEzHT8+tJcE3s5s0P7pQDOw/9A/Hv7fWrwAAwBgCs/jlfovz/wCB+Zkv3k79F+f/AAPz9AooqvdztBEPLXdK52Rr6sfX2HU/StJSUVdmkpKKcmRH/TL8Acw2xyT2aT0/AfqfartQ20AtrdIgSxA+Zj1Ynkn8TU1TTi0rvd/1+BNKLSvLd7/5fIKKKKs0CiiigAooooAoj/Qr4qeILg5X0WTuPx/mD61eqK4gW5gaJiQD0KnkEcgj8aitJpC0lvOwM0RHzAY3qejY/MfUVlH3JcvR7f5f5GMf3cuTo9v1X6r5otVXurYzBXjfy50z5b4zj2I7g+lWKK0lFSVmaSipKzK1ndfaYyHQxzIcSRnqp/wPY1ZqpdwuD9qtx+/QcrniRf7p/p71PDNHcRCSNsqfzB9D71EJNPklv+f9dSKcmnyT3/Nf1v8A8Ekqvc23nbZI28udPuP/AEPqParFFXKKkrMuUVJWZWgumaUwToI5wM4ByGHqp71ZqK4t0uEAYlWU5V14ZT6iqwupLQmO8DFR924VMqR/tY+6f0rPmcNJ7d/8/wDPb0M+d09J7d/8/wDPb0L1FAIIyDkGitTYCARgjINVDp0Cndb77Zuv7k7R/wB8/dP4irdFTKEZboiVOM/iRUAv4uA0Fwvq2Y2/HAIP5CgXVwAA2nz7u+x4yP1YH9Kt0VPI1tJ/n+ZPs2vhk/wf5lT+0IguWiulI6r9nc4/IEH8KBqMDDIS6/G1kH/stW6KOWf834f8EOWp/N+H/BKi3krDK2F0V7E7Bn8C2R+NAa/lxiOCAdcuxkP0wMD9TVuijkb3k/wQezk95P8ABfkU/sHmj/SriWf1XOxPyHUfXNWkRY0CIoVQMBVGAKdRVRhGOyKjTjHVIKKKKosKhuLhLaMEgszHCIvVj6CoXvt8hitEE8g4Zt2ET6t6+w5p9vaLExmkxJct96Qjn6D0HtWTm5aQ+/8ArcxdRz0p/f0/4L/Dv2Et7dxIbi4Iadhjjog9B/j3q1RRVxioqyNIQUVZBTXdIo2d2CooySegpWYIpZiAoGST2FUYovt8q3UyfuV5hjb/ANDI9fT0pTk1pHcmc2vdju/6uPtEeeT7bMpVmXESH+Bf8Txn8quUUU4R5VYcIcisFUrxjPIlkhI38ykfwp/9fp+dT3NzHaxeZIT6KoGSx9AO5plnC8aPLNjz5jvfHb0X8BUTfM+RfP0/4P8AmRUfO/Zr5+n/AAfyuWFUIoVQAoGAB2paKK1NgooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAqOeBLiBonzhh1HUHsR71JRSaTVmJpNWZWsp2kiMc3/HxF8sg9T2P0PWrNU7yKWNzeW5PmouGjxkSKOcfXrg+9WYpEmiSWNtyOMg+oqINr3Jbr8V/W//AATOnJr3Jbr8V3/z/wCCPqjKr2MjXEQLW5y0sY6r/tL/AFH+TeopzjzLzKnDmXZrYRWDqGUgqRkEdxS1RQ/2fOIicWkn3Cekbf3foe35elXqIS5t90KnPmVnut/6/IKpPDLaSNLaoHjbl4Scc+q+/tV2inKKkOcFL1I4Zo7iISRtlT+YPofepKqTWrrI09q+yU8sh+5J9fQ+4/WnW94sr+VIjQzgZMbj+R6EfSpU7Plnv+D/AK7fmTGo0+Wej/B/12/Ms0UUVoakc1vDcptniSRR0DqDiq/2KSLm2upUH9yT94v68/kRVyiolTi3drUzlShJ3a179Sn5t/GuXtYpcdfJlwx+gYAf+PUpvXXBksrlF7thWx+CsT+lW6KXJJbS/Ji9nJbSf4P/ACKh1GAEAx3XPpayn/2WhtQiA+WK6Zj0UW7jP4kAD8TVuijln/N+H/BDlqfzfh/wSobm5bASwkDHvJIgUfiCT+lHl30v354oFJ6RJuYD/ebj/wAdq3RR7Nvdv8vyD2bfxSb/AA/L/MrRWMMcgkbfLKOkkrFiPpngfhirNFFVGKjokXGEYq0VYKKKZLNHBGZJZFRB1ZjgU20ldjbSV2PqpNPJLKba0IDj/WSkZEft7n2phae/G1EaC2PV24dx7DsPfr7VbihjgjEcUaog6KowKzu6m2i7/wCX+f3dzG7q6R0Xfv6f5/d3GW9uluhCkszHLu3Vj6mpqKK0SSVkbRioqyCq13cNHshhwZ5ThQf4R3Y+w/wp11ceQFVF3zSHEaZxk+p9hTbS0W2Usx3zvzJIerH/AA9BUSbk+WPzfb/g/l9xlOTk+SPzfb/g/lv2JLaBbaBYlJOOSx6sT1JqWiirSSVkaxioqyCqVt/pdy143Ma5SD6d2/E/oPeku5ftMhsIWO5v9cw/gX0+p6D86uqoRQqgBQMADtWfxy8l+f8AwPz9DL+JPyX5/wDA/P0FooorU2CiiigAooooAKKKKACqt5C52XMAzPFkgf317r/nvirVFTKKkrMmcFONmRwTx3EQkibKnj3B7g+hqSqU8clrO11bx+YrD97EDgtj+Ie/86tRSJNEksbbkcZB9RUwk37st/61JhNt8st1+Pmv60+4fVOeCSGY3VsMsf8AWxdpPcejfzq5RVSipIc4KasyKC4iuY98Thh0I7g+hHY1LVWe1PmfaLbalwOueBIPRv8AHtTra6E+5GQxTJ9+NjyPf3HvUxm0+WW/5/12JjNp8s9/wf8AwfL7rliggEYIyDRRWhqUjZPAS1lL5QznyCB5Z/TI/D8qcl+qyCO6ja3c8AuQVY+gb+hwfardNdFkQo6hlIwVYZBrL2fL8Dt5dP8AgfL7jH2Tj/DdvLp/wPl9w6iqf9niIH7LcTQccKG3qPwbOB7DFHmX0WA9vHOufvRNtb/vluP/AB6nztfEv1/4P4D9o18cfu1/LX8C5RVP+07dVzN5sAHDGaJlVfq2Nv61NFd21wxWG4ikYDJCOCf0pqpBuyY41qcnZSV/6+f4E1FFFWaBRTJZY4ULyyJGg6sxwKrHVLM/6qXzz3ECmXH12g4/GolUhHRsiVWEXaTS/r+uhcoqmbi7lwsNm0ZI+/Oy7R+Ckkn24+tBspZz/pd0zr2SHMS/jgkn88e1L2l/hV/w/P8AyI9q38EW/wAF+P8AkOlv4IpDEu+WUdY4lLEfXHC/jimeRc3WDcSGKI/8sYzhv+BMD/LH41aihjgjEcUaog6KowKfS5HL438l/V2Hs5S/iP5Lb/N/gNREijVEUKijAA6CnUUVrsbJW0QU13WNGd2CqoySewps00dvEZJGwo/X2HqaqiGS/YPcK8cAIKwHgt7v/h+dZynb3Y6v+tzOdSz5Y6v+t/69BBHLqHzS5jtT0ixgyD1b0Ht+fpV+iinGHLr1HCCjru31/r8gpGZUUszBVAySTgClrPJGpzAbSbOM5JI4lYdh6qP1OKJz5dFuxVJ8ui3e39dh9qDdz/bWHyAFYAey92/H+X1q7RRThHlQ6cOVW69QoooqiwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKoFv7OnbcD9klbO4dImJ5z6A/oc1fprosiMjqGVhgg9xUTi3qt0Z1IOWsdGtv67MdRVG3kktZEtJ8spyIZs53Y/hPvj88VepwnzIcJqa8+o10SWNkdQyMMEHoappI2nsIrhy1uTiOZj93/ZY/yP8Ak3qRlV1KsoZSMEEZBpShfVbinC75o6Nf1Z+X9IWiqG2XTifLQy2nXaPvRfQdx7dRV1HSWNXRgyMMgjoaIzvo9GEKnNo9H/X3odUU9vDcpsmQMByD3B9QexqWiqaTVmW4qSsykFu7Q/KWu4fRmAkX6dA344P1qa3u4bkEI2HX70bcMv1FT1DPaQXOPOiDMv3W6Mv0I5FZ8so/C/k/8/8AhzLknD4Hp2f+e/33JqKp/ZrqHBguy4H/ACznAI/76GD+JzQbyeLP2izkCg/fhPmD8h836U/aW+JW/ryH7W3xpr8V96uXKKqf2nZBtr3CRN/dm/dn64bBqzHJHKgeN1dD0ZTkGqjOMtE7lRqQlpFpjqKKKosKKgmvbW3bbNcwxN6PIFP61ENRjkIEENxPnnKRkLj1DNgH8DUOrBO19TN1qadm9f66K7LlNd1jQu7BVAyWY4AqqGv5+VWK1T0lHmOf++WAH5mlTT4t4knaS4kHOZWyAfUL90fgKXPJ/Cvv0/4P5E+0lL4I/N6f8H8ENN8bj5bJDKTx5rKRGvvnjd+H6U+KzPmia5k86YfdIBVF+i5OPryatUUKnd3m7/l93+Y1Su7zd/y+7/MKKKK0NQqC5ufJ2oieZM/CIDjPuT2A9abcXflv5MMZlnIyFHRfdj2FFta+U7TSyGWdxhnPQD0A7CspScnyw+b7f8H+mYym5Pkh832/4P5dewW9s6yGe4cPOwxlRhUHov8AnmrNFFXGKirI0jBRVkFVru58hAqYaeQ7YkPc+v0HU1LPPHbxGSVsKOPcnsB6moLOBstdTqBcS9R12L2Uf196mcm3yR3/AC/rp/wCKkm3yR3/ACX+fb7+hLa24toAgO5idzserMepqaiirSUVZGkYqKsgooopjCiiigAooooAKKKKACiiigArPcNpztKpLWjNmRNuTHnqw9s9R+NaFFROHNtuZzhzbaNbMajrIgdGDKwyCDkGnVQZZdPZ5I18y1Yl3jAO5CepX1HfH5elXY5EljWRGDIwyCO9EJ30e4Qnf3ZaP+tV5DqgubSO52scrKn3JFOGX/PpU9FVKKkrMqUVJWkiiL1rf5L5PLxwJlBKN7k/w/j+dXgQRkHINBAIwRkGqJtJrUZspflBz5EhymPQHqv8vas/fh5r8f8Ag/mZ+/T/ALy/H/g/g/UvUVUjv4jJ5UytbynokpA3fQ5wfwq3VxlGWzNIzjNXiwoooqigqKa2guMedDHLjpvQNj86lopNJqzE4qSs1cqHStOIwbC1x/1xX/CkGk6aoIGn2gB64hXn9KuUVHsaf8q+5f5GfsKX8i+5f5FeOws4pBJHaQI69GWMAj8cVYooq4xjH4VYuMIx0irBRRRTKCiioJ7yC3YI7M0h5CRoXb64AJx70pSUVdsmUoxV5OxPVWe82yeRboJp+67sBB6se386j8q6vB+/fyITz5Uf3yPRm7fQfnVqGCG3TZDEka+ijFZ3lPbRfj93+f3GfNOp8Oi79fkv8/uIYrMiRZriZppR0zgKp/2QP5nJq1RRVxioqyNIQjBWQUUEgDJOAKoGR9Rk2wSslqo+aRRgyH0U+nuPwpTmo6dSZ1FHTdvoOld72ZreFikKHbNIOpP91f6n/ItoixoqIoVVGAB2FJDDHbxLFEgRF6AU+iEWtZbhCDXvS3f9WX9a7hRRRVmgUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQBFcQJcwNE5IB5DDqpHQj3qCC5eOf7LdOPN/5ZvjAlHt7+oq5UVxAlzA0TkgHkMOqkdCPes5xd+aO/5/13Mpwd+eG/5+X+T6ehLRVOG4kimW2uyC7f6uUDAk9vY+35VcqoyUloVCamtAqlJavbSGeyUZJy8JOFf3Hof596u0USgpbhOCnv/wAMV4L2Kd/K+aOYDJjkUq3/ANf6irFQ3FtHcoFfcCDlWU4ZT6g1Bvu7QnerXcPZlAEg+o4B/Dn2qOaUfi1Xf/NEc8ofHqu6/Vf5XLtFQW95b3WfJmR2X7yg/Mv1HUfjU9aKSkrpmsZKSvF3QUUUUxhVZ9OspGLPZ27MTklolJJ/KrNFTKMZfErkyhGWklcptpOmt97T7Q/WFf8AClGl6eMYsbXgYH7leP0q3RU+xp/yr7l/kR7Cl/IvuX+RHDbwWylYIY4lJyQihQT+FSUUVaSSsjRJRVkgooopjCiiqb3xkYxWaGWXONzKRGv1bGD9BzUymo7kTnGG5bZlRSzMFUDJJOAKpedPfHFuxht/+e/BZv8AdBBGPc05bASv5l4wuH7KVwi/Reefc5q5UWlPfRfj/wAD5feRadT4tF+P/A+WvmRW9uluhCkszHLO3LMfU1LRRWiSSsjWMVFWQUyaZLeF5ZDhFGSabcXMVqgaVsZOFAGSx9AO9VobV7hkuL3lwdyQ/wAMfp9T7n8KiU3fljv+XqZzqO/JDV/l6/5dfxHQQSTSi5uhhh/qou0Y9T6t/KrlFFVGKiioQUFZBRRRVFhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABVKS1lt2aayPJ5aBj8jfT+6f0q7RUygpbkTgprUit7iO6hEkbZHcd1PofQ1LVWeyDyedC5hn/vqOG9mHcU2K9KSCG7QRSnhWH3H+h9fY81Cm46T+/p/wAD+tSFUcdKn39H/l/VmXKKKK1NhskccqFJEV0PVWGQaqCxeA/6FP5K5z5TLuT8BwR+Bx7VdoqJQjLV7kSpxk7ta9+v3lL7VcwD/SrUlQOZLfMg/wC+cbvyBqWK+tppPLWUCT/nm4Kt/wB8nBqxUcsEU67ZokkXOcOoI/WlyzWzv6/5r/IjlqR+GV/X/Nf5ElFU/wCy7Rf9XG8IxjbBI0Y/JSBSiylXhdQugoPAOw4HpkqSfxNHNNbx/H/MfNUW8fuf+di3RVM214mDFqDM2MYniVl/8d2nP40CDUGIEt9Eq/8ATG32n82Zh+lHtJfyv8P8xe0ltyP8P8y5RVT7HP8A9BK67fwxf/EUn9mwsP3slxMT13zNhvqoIX9KOafSP4r/AII+eo9o/iv0uSz3lrbHE9zFEeuHcAmoheyTEfZbWRx3eXMS/qMn8sVPBa29sCIIIogeojQL/KpaLVHu7en/AAf8g5akt3b0/wA3/kUvs1zc5N1OY1P/ACyt3IH4vgMfwxViC1gtgRDEqZ6kDlvqep/GpaKcacU79e/9f8AcaUYu+77vV/16WCiiirNAqOaaO3iMkrhEHUmoZ70JJ5MKGaf+4p4X3Y9hSQ2jmUT3UnmTD7qjhE+g/qeazc23aGr/AAX9dvyMXUbfLT1f4L+uy/AjZZ9RG11MFqeqn78o9/7o/X6VfAAGAMAUUU4w5dXqyoU+XVu7fUKKKKs0CiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAjmhjuIjHIuVP6e49DVQSy2EiJcS+ZbNwsz8Mh7Bj0P1q/SMqupVlDKRggjINRKF3zLR/1uZzp3fNHR/1v5f0haKo/Z57I7rT95D3gY9P9w9voePpVi3uorlTsJDL95GGGU+4pRnryy0f9bCjUu+WSs/627/n5E1FFFaGpBcWkF0B5sYLL91xwy/Q9RUXlX0B/dzR3CZ+7MNrY/wB5eP0q5RUOnFu+z8jOVKLfMtH3Wn/D/Mpf2isY/wBJt54WAyf3Zdf++lyPzxVmGeK4TfDKki9MowIqSq8thZzuXltYXc/xNGCfzpWqLZp/h+X+RNqq2afrp+X+RYoqmdOjUDyp7qJh0YTs2PwYkfmKX7JPn/kI3XX+7H/8RRzT6x/Ff8AfPU6x/Ff8At0VS8jUU+WO+hZfWa33N+JVlH6UotbtuZdQcH0hiRV/Jgx/Wj2kv5X+H+YvaS/kf4f5lyiqZspGGH1C6ZeMj5Fz+KqD+Rpf7MsycyQ+cR0M7GXH03E4o5pvaP3v/IfNUe0fvf8AlcG1SzB2pOsz/wByEGRvyXJH1pPOv5QfKtY4geA00nzD32qCPwyKtqqooVVCqBgADAFLRyzfxS+7/g3FyVJfFL7v83dlL+zY5Rm7kkuj3WQ4T/vgfKfxBq2iLGgRFCqBgKowBTqKcYRjsi4U4Q1iv8/v3CiikZlRSzMFUDJJOAKssWq9xdrCwjRTLO33YlIyfc+g96h+0T3p22n7uHvOw6/7g7/U8fWrFvaxWynYCWb7zscsx9zWXM5/Bt3/AMv6t6mPPKppT27/AOXf129SO3tpPONzcuGmK7VVR8sY9B6/WrVFFXGKirI0hBQVkFFFFUUFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUyWKOaMxyoroeqsMin0UNX0Ymk1ZlE209p89o7SIOsErls/Rjkj+X0qSK/ikkWJ1khlbOElUjOPQ9D+Bq1Uc0MdxEY5UDoeoNZcjj8D+XT/gf1oZezlD+G/k9v81/WhJRVI2lxASbW5OP+ec+XH4HOR+tH9oNEP9KtZoQBy4G9PzXJA+oFHtbfGrfl9/8Awwe2UfjVvy+9frYu0VFBcQXKloJo5VBwSjA4P4VLWiaaujVNSV07hRRRTGFFFFABRRRQAUUUyWaKCMyTSJGg6s7AAfiaTaSuxNpK7H0VS/tFZP8Aj0gluDzhlG1P++jgH8M0eTe3BPnTC2TGNkDbifcsRx+A/Gs/ap/Dr/XfYy9sn8Cv6bfft+ZPcXUVso3klm+6ijLMfYVXIvrobXCWsR6lH3SEenTC/rU8Flb2xLRRKHPVzyx+pPJqejklL4n8l/n/AMMHJOfxuy7L9Xv91iOC3ito9kSBR1PqT6k9zUlFFaJJKyNUlFWQUUUUxhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVBPZwXDB3VlkHAeNyjfTIIOPap6KUoqSs0TKMZK0lcoiS6sztmV7mHtKi/OPqo6/UflVmC5iuULRPuAOCMEEH0IPIqWq89lDO/mHekuMCSNyrY/Dr+NZ8s4/C7rs/8/8AP7zPlnD4Xddn/n/n95Yoql/p1tg/LdxjsAEk/U7T+lKNTtlIW4ZrZvScbPyPQ/gaPaxXxaev+e34h7eK+P3fX/Pb8S5RQCCMg5BorU2CiiigAooooAKKKKACiiq899a2zhJZ0WQ9Iwcsfoo5NKUlFXk7EylGKvJ2LFFUvtV1L/x72RC/37hvLH5YJ/MCj7A02Ptlw846mIALHn6AZP4k1n7S/wACv+C/r0Rn7Vy+BX/Bfj+iHSX2ZTFaxG4kHDEHCL9W9fYZNNFnJcOHvmVwD8sKfcH1z94/X8qtxxxxIEjRUQdFUYAp1Hs3L43fy6f8H5/cHsnLWo7+XT/g/P7gooorU2CiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigCvPY21w4eSIeYBgSLlXH0Ycj86j+wMmfJvbqIH+EsJBn6uCf1oorN0oN3t/XysZOjTbvbX7vysUtS1K70aGOacw3KOwTaiGMj3zlv5VmL423FB/Z/3gD/AK71BP8Ad9qKK8DH42vQrunTlpp5/mfMZnmGJw2JdKlPTTs9/VDR44ypP9ndFLf6/wBgf7vvR/wnH7zZ/Z34+f8A7WP7tFFcP9q4vT3/AMF/keb/AG3jtPf/AAX+Q4eNsk/8S/oQP9d/tEf3fatHS9XutZVngWG2VQCVdTITn3BWiiu3AY7EV66p1JafJfkehlmY4rE4mNKrPR37L8kXvsl1ID52oSAnqIEVB+oY/rUkWn2sUolEKtKP+Wj/ADv/AN9HJoor6BUoXva/rr+Z9SqME7tXfnr+ZZooorQ1CiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACggEYIyDRRQBT/su0BJijMBPXyHaPP4KRmj7Ldx4MWoO3tPGrDH/AAHac/jRRWfsYdFb00/L/Iy9hT6K3pp+X+RiXviqXTbqS1mtUnePrIjlAeCehzjp61E3jbaXH9n/AHQT/rvQA/3feiivl6+ZYqFWUIy0TfRefkfG4jNsZTrThGeibS0Xn5AfG2CP+Jf1JH+u/wBoD+7702PxxvQN/Z2On/Lf1OP7tFFZf2ri7/H+C/yMf7ax3Nbn/Bf5Dl8a7ig/s/G4A/67pkE/3fatyE6hc2ySi5t4xIobAgJKgj1L/wBKKK9XK8TVxMpKrK9vl+R7OTYuvjJTVaTdkttPyJDp/mZ+0XVzMuMbCwQf+OgZ/HNTwW8FspWCGOJSckIoGT+FFFezGnGLulqfQRpQi7pa/j97uyWiiirNAooooAKKKKACiiigAooooAKKKKACiiigAooooA//2Q==)

Figure 14.3 An illustration of the gradient descent algorithm (left) and the stochastic gradient descent algorithm (right). The function to be minimized is

1:25(x + 6)2 + (y 8)2. For the stochastic case, the black line depicts the averaged value of w.

14.3 Stochastic Gradient Descent (SGD)

In stochastic gradient descent we do not require the update direction to be based exactly on the gradient. Instead, we allow the direction to be a random vector and only require that its expected value at each iteration will equal the gradient direction. Or, more generally, we require that the expected value of the random vector will be a subgradient of the function at the current vector.

Stochastic Gradient Descent (SGD) for minimizing

1. (w)

parameters: Scalar > 0, integer T > 0

initialize: w(1) = 0

for t = 1; 2; : : : ; T

choose vt at random from a distribution such that E[vt j w(t)] 2 @f(w(t))

update w(t+1) = w(t) vt

output w = 1 PT w(t)

1. t=1

An illustration of stochastic gradient descent versus gradient descent is given in Figure [14.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page191). As we will see in Section [14.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page196), in the context of learning problems, it is easy to nd a random vector whose expectation is a subgradient of the risk function.

14.3.1 Analysis of SGD for Convex-Lipschitz-Bounded Functions

Recall the bound we achieved for the GD algorithm in Corollary [14.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page188). For the stochastic case, in which only the expectation of vt is in @f(w(t)), we cannot directly apply Equation ([14.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186)). However, since the expected value of vt is a

1. Stochastic Gradient Descent

subgradient of f at w(t), we can still derive a similar bound on the expected output of stochastic gradient descent. This is formalized in the following theorem. theorem 14.8 Let B; > 0. Let f be a convex function and let w? 2 argminw:kwk B f(w).

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Assume that SGD is run for T iterations with = | | | | | | |  |  | B2 | . Assume also that for |
|  |  |  |
| all t, | k | vt | k | with probability 1. Then, | | | q 2 T | | | |
|  |  |
|  |  |  |  | E [f(w)] f(w?) | B | | | | | |
|  |  |  |  | p |  |  | : |  |  |
|  |  |  |  | T |  |  |  |

Therefore, for any > 0, to achieve E[f(w)] f(w?) , it su ces to run the SGD algorithm for a number of iterations that satis es

B2 2

T 2 :

Proof Let us introduce the notation v1:t to denote the sequence v1; : : : ; vt. Taking expectation of Equation ([14.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186)), we obtain

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| v1:T |  | v1:T "T | | =1 |  | # |
|  |  |  |  | T |  |  |
|  |  |  |  | Xt |  |  |
| E [f(w) | f(w?)] | E | 1 | (f(w(t)) |  | f(w?)) : |
|  |  |

Since Lemma [14.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186) holds for any sequence v1; v2; :::vT , it applies to SGD as well.

By taking expectation of the bound in the lemma we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | v1:T " | | T | | =1 | h |  |  |  |  |  |  |  | i# | p | | | T | | |  |  |  |
|  |  |  |  | E |  | 1 | | T |  | w(t) |  | w? | | ; vt | | |  |  |  | B | |  | : |  |  |  |
|  |  |  |  |  |  |  | Xt |  |  |  |  |  | |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| It is left to show that | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | " |  | T |  |  |  |  |  |  |  |  |  | " |  |  |  | T |  |  |  |  |  |  |  |  |  |
| E | 1 |  | (f(w(t)) |  | f(w?)) | | | | | E | |  | 1 |  |  | h | w(t) | |  | | | w?; vt | i | ; |
| T | t=1 | T | t=1 | |
| v1:T |  |  |  |  |  | # | v1:T | |  |  |  |  | # |
|  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  | X | |  |  |  |  |  |  |  |  |  |

(14.9)

(14.10)

which we will hereby prove.

Using the linearity of the expectation we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | " |  | 1 T | | h | w(t) |  | w?; vt | i | = | 1 T | | E [ | | w(t) |  | w?; vt | ]: |
|  |  |  |  |  |
| T t=1 | | | T t=1 | |
| v1:T |  |  | # | v1:T | h |  | i |  |
|  |  |  |  | X | |  |  |  |  |  |  | X | |  |  |  |  |  |

Next, we recall the law of total expectation: For every two random variables ; ,

and a function g, E [g( )] = E E [g( )j ]: Setting = v1:t and = v1:t 1 we get that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E [ | w(t) |  | w?; vt | ] = E [ | w(t) |  | w?; vt | ] |
| v1:T h |  | i | v1:t h |  | i |  |

1. E E [hw(t) w?; vti j v1:t 1] : v1:t 1 v1:t

Once we know v1:t 1, the value of w(t) is not random any more and therefore

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E E [ | w(t) |  | w?; vt | i j | v1:t |  | 1 | ] = E | w(t) |  | w?; E[vt | j | v1:t |  | 1] | i | : |
| v1:t 1 v1:t h |  |  |  |  | v1:t 1h |  | vt |  |  |  |

|  |  |
| --- | --- |
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Since w(t) only depends on v1:t 1 and SGD requires that Evt [vt j w(t)] 2 @f(w(t))

we obtain that Evt [vt j v1:t 1] 2 @f(w(t)). Thus,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | w(t) |  | | w? | ; E[vt | | j | v1: t |  | 1 | ] | E [f(w(t)) | | | | |  | f(w?)]: |
| v1: t 1h |  |  | vt |  |  |  | i | v1: t 1 |  |  |  |  |  |
| Overall, we have shown that | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | E [ | | w(t) | |  | w?; vt ] | | |  | | E [f(w(t)) | | |  | | f(w?)] | | |
|  | v1:T | h |  |  |  |  | i | v1:t 1 |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | = E [f(w(t)) | | | |  | | f(w?)] : | | | |
|  |  |  |  |  |  |  |  |  |  |  | v1:T |  |  |  |  |  |

Summing over t, dividing by T , and using the linearity of expectation, we get that Equation ([14.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192)) holds, which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

14.4 Variants

In this section we describe several variants of Stochastic Gradient Descent.

14.4.1 Adding a Projection Step

In the previous analyses of the GD and SGD algorithms, we required that the norm of w? will be at most B, which is equivalent to requiring that w? is in the set H = fw : kwk Bg. In terms of learning, this means restricting ourselves to a B-bounded hypothesis class. Yet any step we take in the opposite direction of the gradient (or its expected direction) might result in stepping out of this bound, and there is even no guarantee that w satis es it. We show in the following how to overcome this problem while maintaining the same convergence rate.

The basic idea is to add a projection step; namely, we will now have a two-step update rule, where we rst subtract a subgradient from the current value of w and then project the resulting vector onto H. Formally,

1.. w(t+ 12 ) = w(t) vt

2.. w(t+1) = argminw2H kw w(t+ 12 )k

The projection step replaces the current value of w by the vector in H closest to it.

Clearly, the projection step guarantees that w(t) 2 H for all t. Since H is convex this also implies that w 2 H as required. We next show that the analysis of SGD with projections remains the same. This is based on the following lemma.

lemma 14.9 (Projection Lemma) Let H be a closed convex set and let v be the projection of w onto H, namely,

1. = argmin kx wk2:

x2H

1. Stochastic Gradient Descent Then, for every u 2 H,

kw uk2 kv uk2 0:

Proof By the convexity of H, for every 2 (0; 1) we have that v+ (u v) 2 H.

Therefore, from the optimality of v we obtain

kv wk2 kv + (u v) wk2

1. kv wk2 + 2 hv w; u vi + 2ku vk2:

Rearranging, we obtain

2hv w; u vi ku vk2:

Taking the limit ! 0 we get that

hv w; u vi 0:

Therefore,

kw uk2 = kw v + v uk2

1. kw vk2 + kv uk2 + 2hv w; u vi kv uk2:

Equipped with the preceding lemma, we can easily adapt the analysis of SGD to the case in which we add projection steps on a closed and convex set. Simply note that for every t,

kw(t+1) w?k2 kw(t) w?k2

1. kw(t+1) w?k2 kw(t+ 12 ) w?k2 + kw(t+ 12 ) w?k2 kw(t) w?k2 kw(t+ 12 ) w?k2 kw(t) w?k2:

Therefore, Lemma [14.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186) holds when we add projection steps and hence the rest of the analysis follows directly.

14.4.2 Variable Step Size

Another variant of SGD is decreasing the step size as a function of t. That is, rather than updating with a constant , we use t. For instance, we can set

= B and achieve a bound similar to Theorem [14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192). The idea is that when

t pt

we are closer to the minimum of the function, we take our steps more carefully, so as not to \overshoot" the minimum.

|  |  |
| --- | --- |
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|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 14.4.3 | Other Averaging Techniques |  |  |  |  |  |  |  |
|  | We have set the output vector to be w = | |  | 1 | T | w(t). There are alternative | | |
|  | T | | t=1 |
|  |  | (t) |  |  |  |
|  |  |  |  | random t | | 2 | [t], or outputting the |
|  | approaches such as outputting w for some | | | |
|  | P |  |  |

average of w(t) over the last T iterations, for some 2 (0; 1). One can also take a weighted average of the last few iterates. These more sophisticated averaging schemes can improve the convergence speed in some situations, such as in the case of strongly convex functions de ned in the following.

14.4.4 Strongly Convex Functions\*

In this section we show a variant of SGD that enjoys a faster convergence rate for problems in which the objective function is strongly convex (see De nition [13.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page174) of strong convexity in the previous chapter). We rely on the following claim, which generalizes Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175).

claim 14.10 If f is -strongly convex then for every w; u and v 2 @f(w) we have

hw u; vi f(w) f(u) + 2 kw uk2:

The proof is similar to the proof of Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175) and is left as an exercise.

SGD for minimizing a -strongly convex function

Goal: Solve minw2H f(w)

parameter: T

initialize: w(1) = 0

for t = 1; : : : ; T

Choose a random vector vt s.t. E[vtjw(t)] 2 @f(w(t))

Set t = 1=( t)

Set w(t+ 12 ) = w(t) tvt

(t+1) (t+ 1 ) 2

Set w = arg minw2H kw w 2 k

theorem 14.11 Assume that f is -strongly convex and that E[kvtk2] 2.

Let w? 2 argminw2H f(w) be an optimal solution. Then,

|  |  |  |  |
| --- | --- | --- | --- |
| E[f(w)] f(w?) |  | 2 | |
|  |  | (1 + log(T )): |
| 2 T |

Proof Let r(t) = E[vtjw(t)]. Since f is strongly convex and r(t) subgradient set of f at w(t) we have that

hw(t) w?; r(t)i f(w(t)) f(w?) + 2 kw(t) w?k2 :

Next, we show that

is in the

(14.11)

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w(t) |  | w?; | r | (t) | i |  | E[kw(t) w?k2 kw(t+1) w?k2] | + | t | | 2: (14.12) |
|  |  |  |  |
| h |  |  |  | 2 t | | 2 | |  |

1. Stochastic Gradient Descent

Since w(t+1) is the projection of w(t+ 12 ) onto H, and w? 2 H we have that kw(t+ 12 ) w?k2 kw(t+1) w?k2. Therefore,

kw(t) w?k2 kw(t+1) w?k2 kw(t) w?k2 kw(t+ 12 ) w?k2 = 2 thw(t) w?; vti t2kvtk2 :

Taking expectation of both sides, rearranging, and using the assumption E[kvtk2] 2 yield Equation ([14.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195)). Comparing Equation ([14.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195)) and Equation ([14.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195)) and summing over t we obtain

T

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Xt |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| (E[f(w(t))] f(w?)) | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| =1 | "t=1 k | |  |  | k |  | 2 t | 2 k | | |  |  | k | # | 2 | |  |  |  |
| E | w(t) |  | w(t) | t=1 | t | : |
|  | T | |  | w? | 2 | kw(t+1) w?k2 |  |  | |  | w? | 2 | + 2 | | T |  |
|  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | X |  |  |

Next, we use the de nition t = 1=( t) and note that the rst sum on the right-hand side of the equation collapses to T kw(T +1) w?k2 0. Thus,

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| T |  | 2 | T | 1 |  | 2 | |
| X |  |  | Xt |  |  |  |  |
| 2 | | t | 2 (1 + log(T )): | | |
| (E[f(w(t))] f(w?)) | =1 |
| t=1 |  |  |  |  |  |  |

The theorem follows from the preceding by dividing by T and using Jensen's inequality. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQBz/8Awgng/wD6FTQ//BdD/wDE0V0FFAHy9/wvTxP4eur/AE20sdIeFL+6kDSwyFsyTPIekgHVjjjpinf8NHeMP+gbof8A34m/+O0UUAH/AA0d4w/6Buh/9+Jv/jtFFFAH/9k=)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUAAEDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDw/wDt3WP+grff+BD/AONFZ9FAHp//AArjR/8An5vv++0/+JooooA//9k=)

Remark 14.3 Rakhlin, Shamir & Sridharan (2012) derived a convergence rate in which the log(T ) term is eliminated for a variant of the algorithm in which

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| we output the average of the last T =2 iterates, w = |  | 2 |  | T | w(t). Shamir & | |
|  | T |  | t=T =2+1 |
|  |  |  |  | = w(T ). |
| Zhang (2013) have shown that Theorem [14.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195) holds | even if we output w | | | | |
|  |  | P |  |  |  |

14.5 Learning with SGD

We have so far introduced and analyzed the SGD algorithm for general convex functions. Now we shall consider its applicability to learning tasks.

14.5.1 SGD for Risk Minimization

Recall that in learning we face the problem of minimizing the risk function

LD(w) = E [`(w; z)]:

z D

We have seen the method of empirical risk minimization, where we minimize the empirical risk, LS(w), as an estimate to minimizing LD(w). SGD allows us to take a di erent approach and minimize LD(w) directly. Since we do not know D, we cannot simply calculate rLD(w(t)) and minimize it with the GD method. With SGD, however, all we need is to nd an unbiased estimate of the gradient of

|  |  |
| --- | --- |
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|  |  |

LD(w), that is, a random vector whose conditional expected value is rLD(w(t)).

We shall now see how such an estimate can be easily constructed.

For simplicity, let us rst consider the case of di erentiable loss functions. Hence the risk function LD is also di erentiable. The construction of the random vector vt will be as follows: First, sample z D. Then, de ne vt to be the gradient of the function `(w; z) with respect to w, at the point w(t). Then, by the linearity of the gradient we have

|  |  |  |  |
| --- | --- | --- | --- |
| E[vtjw(t)] = z | E [r`(w(t); z)] = r | z | E [`(w(t); z)] = rLD(w(t)): (14.13) |
|  | D |  | D |

The gradient of the loss function `(w; z) at w(t) is therefore an unbiased estimate of the gradient of the risk function LD(w(t)) and is easily constructed by sampling a single fresh example z D at each iteration t.

The same argument holds for nondi erentiable loss functions. We simply let vt be a subgradient of `(w; z) at w(t). Then, for every u we have

`(u; z) `(w(t); z) hu w(t); vti:

Taking expectation on both sides with respect to z D and conditioned on the value of w(t) we obtain

LD(u) LD(w(t)) = E[`(u; z) `(w(t); z)jw(t)]

E[hu w(t); vtijw(t)] = hu w(t); E[vtjw(t)]i:

It follows that E[vtjw(t)] is a subgradient of LD(w) at w(t).

To summarize, the stochastic gradient descent framework for minimizing the risk is as follows.

Stochastic Gradient Descent (SGD) for minimizing

LD(w)

parameters: Scalar > 0, integer T > 0

initialize: w(1) = 0

for t = 1; 2; : : : ; T

sample z D

pick vt 2 @`(w(t); z)

update w(t+1) = w(t) vt

output w = 1 PT w(t)

T t=1

We shall now use our analysis of SGD to obtain a sample complexity anal-ysis for learning convex-Lipschitz-bounded problems. Theorem [14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192) yields the following:

corollary 14.12 Consider a convex-Lipschitz-bounded learning problem with parameters ; B. Then, for every > 0, if we run the SGD method for minimizing

1. Stochastic Gradient Descent

LD(w) with a number of iterations (i.e., number of examples)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | T | | B2 2 | |
|  |  |  |  | 2 |  |
| and with = q | | B2 |  | , then the output of SGD satis es | | | |
| 2 T | |
|  |  |  |  |  | min | | |
|  |  |  |  | E [LD(w)] | w2H LD(w) + : | | |

It is interesting to note that the required sample complexity is of the same order of magnitude as the sample complexity guarantee we derived for regularized loss minimization. In fact, the sample complexity of SGD is even better than what we have derived for regularized loss minimization by a factor of 8.

14.5.2 Analyzing SGD for Convex-Smooth Learning Problems

In the previous chapter we saw that the regularized loss minimization rule also learns the class of convex-smooth-bounded learning problems. We now show that the SGD algorithm can be also used for such problems.

theorem 14.13 Assume that for all z, the loss function `( ; z) is convex, - smooth, and nonnegative. Then, if we run the SGD algorithm for minimizing LD(w) we have that for every w?,

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | [L |  | (w)] |  |  | 1 |  | L (w?) + | w?k2 | : |
| E | D |  | 1 | | k2 T |
|  |  | D |  |

Proof Recall that if a function is -smooth and nonnegative then it is self-bounded:

krf(w)k2 2 f(w):

To analyze SGD for convex-smooth problems, let us de ne z1; : : : ; zT the random samples of the SGD algorithm, let ft( ) = `( ; zt), and note that vt = rft(w(t)). For all t, ft is a convex function and therefore ft(w(t)) ft(w?) hvt; w(t) w?i. Summing over t and using Lemma [14.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page186) we obtain

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| T | (f (w(t)) f (w?)) | | | | | | | | |  | T | | v ; w(t) | | | | | |  | w? | |  | kw?k2 | | | + |  | |  | T | v 2: |
| X |  |  |  |  |  |  |  |  |  | X | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Xt | |  |
|  | t |  |  |  |  | t | | |  | t=1h t | | | |  |  |  |  |  | i | | | | |  |  |  |  |  |  |  | k tk |
| t=1 |  |  |  |  |  |  |  |  |  |  | 2 | |  | 2 | |  | =1 |
| Combining the preceding with the self-boundedness of ft yields | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  |  |  |  | T | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | T | |  |  |  |  |  |  |
|  |  |  | X | | | (f (w(t)) f (w?)) | | | | | | | |  |  | kw?k2 | | | | | + | |  |  | f (w(t)): | | | | |  |  |
|  |  |  |  | t |  | t | | |  |  |  | |  |  | 2 | |  |  |  |  | Xt | |  |  |  |  |  |  |
|  |  |  | t=1 | | |  |  |  |  |  |  |  |  |  | =1 | | t |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dividing by T and rearranging, we obtain | | | | | | | | | | | | | | | | | | |  |  |  |  |  | k2 T | | | ! | | |  |  |
|  |  | T | |  | t=1 | |  | t |  | 1T | | | | | | | | | =1 | | t |  |  |  |  |
|  |  | 1 | |  | T | | f (w(t)) | | |  |  | 1 |  |  |  | 1 | |  | T |  | f | (w?) + | | | w?k2 | | |  |  | : |  |
|  |  |  |  |  | X | |  |  |  |  |  |  |  |  |  | Xt | |  | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Next, we take expectation of the two sides of the preceding equation with respect

|  |  |
| --- | --- |
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to z1; : : : ; zT . Clearly, E[ft(w?)] = LD(w?). In addition, using the same argument as in the proof of Theorem [14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192) we have that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | "T | | =1 ft(w(t))# | = E | "T | | t=1 LD(w(t))# | E[LD(w)]: |
|  | 1 | | T |  | 1 | | T |  |
|  |  |  | Xt |  |  |  | X |  |
|  |  |  |  |  |  |  |

Combining all we conclude our proof.

As a direct corollary we obtain:

corollary 14.14 Consider a convex-smooth-bounded learning problem with parameters ; B. Assume in addition that `(0; z) 1 for all z 2 Z. For every

> 0, set = 1 . Then, running SGD with T 12B2 = 2 yields

(1+3= )

E[LD(w)] min LD(w) + :

w2H

14.5.3 SGD for Regularized Loss Minimization

We have shown that SGD enjoys the same worst-case sample complexity bound as regularized loss minimization. However, on some distributions, regularized loss minimization may yield a better solution. Therefore, in some cases we may want to solve the optimization problem associated with regularized loss minimization, namely,[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page199)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| w | 2 kwk + LS(w) | | | : |  |
| min |  |  | 2 |  | (14.14) |
|  |  |  |
|  |  |  |  |

Since we are dealing with convex learning problems in which the loss function is convex, the preceding problem is also a convex optimization problem that can be solved using SGD as well, as we shall see in this section.

De ne f(w) = 2 kwk2 + LS(w). Note that f is a -strongly convex function; therefore, we can apply the SGD variant given in Section [14.4.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195) (with H = Rd). To apply this algorithm, we only need to nd a way to construct an unbiased estimate of a subgradient of f at w(t). This is easily done by noting that if we pick z uniformly at random from S, and choose vt 2 @`(w(t); z) then the expected value of w(t) + vt is a subgradient of f at w(t).

To analyze the resulting algorithm, we rst rewrite the update rule (assuming

1. We divided by 2 for convenience.

1. Stochastic Gradient Descent

that H = Rd and therefore the projection step does not matter) as follows

w(t+1) = w(t) 1t w(t) + vt

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| = | 1 t | | | w(t) | t vt | |
|  | 1 | |  |  | 1 |  |
|  |  |  |  |  |  |  |

1. t t 1 w(t) 1t vt

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | t | | t 1 | | |  | (t 1) |  | t 1 |
| = | t 1 | | | t | 2 | w(t 1) |  | 1 | v |  |
|  |  |  | t |  |  |  |  |
| 1 | | |  |  |  |  |  |  |  |
|  | Xi |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| = t | | | | vi: | |  |  |  |  |
| =1 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

1

t vt

(14.15)

If we assume that the loss function is -Lipschitz, it follows that for all t we have kvtk and therefore k w(t)k , which yields

k w(t) + vtk 2 :

Theorem [14.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195) therefore tells us that after performing T iterations we have that

E[f(w)] f(w?) 4 2 (1 + log(T )):

T

14.6 Summary

We have introduced the Gradient Descent and Stochastic Gradient Descent algo-rithms, along with several of their variants. We have analyzed their convergence rate and calculated the number of iterations that would guarantee an expected objective of at most plus the optimal objective. Most importantly, we have shown that by using SGD we can directly minimize the risk function. We do so by sampling a point i.i.d from D and using a subgradient of the loss of the current hypothesis w(t) at this point as an unbiased estimate of the gradient (or a subgradient) of the risk function. This implies that a bound on the number of iterations also yields a sample complexity bound. Finally, we have also shown how to apply the SGD method to the problem of regularized risk minimization. In future chapters we show how this yields extremely simple solvers to some optimization problems associated with regularized risk minimization.

14.7 Bibliographic Remarks

SGD dates back to Robbins & Monro (1951). It is especially e ective in large scale machine learning problems. See, for example, (Murata 1998, Le Cun 2004, Zhang 2004, Bottou & Bousquet 2008, Shalev-Shwartz, Singer & Srebro 2007, Shalev-Shwartz & Srebro 2008). In the optimization community it was studied

|  |  |
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in the context of stochastic optimization. See, for example, (Nemirovski & Yudin 1978, Nesterov & Nesterov 2004, Nesterov 2005, Nemirovski, Juditsky, Lan & Shapiro 2009, Shapiro, Dentcheva & Ruszczynski 2009).

The bound we have derived for strongly convex function is due to Hazan, Agarwal & Kale (2007). As mentioned previously, improved bounds have been obtained in Rakhlin et al. (2012).

14.8 Exercises

1. Prove Claim [14.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page195). Hint: Extend the proof of Lemma [13.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page175).
2. Prove Corollary [14.14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page199).
3. Perceptron as a subgradient descent algorithm: Let S = ((x1; y1); : : : ; (xm; ym)) 2 (Rd f 1g)m. Assume that there exists w 2 Rd such that for every i 2 [m]

we have yihw; xii 1, and let w? be a vector that has the minimal norm among all vectors that satisfy the preceding requirement. Let R = maxi kxik. De ne a function

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| f(w) = | max (1 | |  | y | i h | w; x | ii | ) : |
| i | [m] |  |  |  |
|  | 2 |  |  |  |  |  |  |  |

Show that minw:kwk kw?k f(w) = 0 and show that any w for which f(w) < 1 separates the examples in S.

Show how to calculate a subgradient of f.

Describe and analyze the subgradient descent algorithm for this case. Com-pare the algorithm and the analysis to the Batch Perceptron algorithm given in Section [9.1.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120).

1. Variable step size (\*): Prove an analog of Theorem [14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192) for SGD with a

|  |  |  |  |
| --- | --- | --- | --- |
|  | B | | |
| variable step size, t = | p |  | . |
| t |

1. Support Vector Machines

In this chapter and the next we discuss a very useful machine learning tool: the support vector machine paradigm (SVM) for learning linear predictors in high dimensional feature spaces. The high dimensionality of the feature space raises both sample complexity and computational complexity challenges.

The SVM algorithmic paradigm tackles the sample complexity challenge by searching for \large margin" separators. Roughly speaking, a halfspace separates a training set with a large margin if all the examples are not only on the correct side of the separating hyperplane but also far away from it. Restricting the algorithm to output a large margin separator can yield a small sample complexity even if the dimensionality of the feature space is high (and even in nite). We introduce the concept of margin and relate it to the regularized loss minimization paradigm as well as to the convergence rate of the Perceptron algorithm.

In the next chapter we will tackle the computational complexity challenge using the idea of kernels.

15.1 Margin and Hard-SVM

Let S = (x1; y1); : : : ; (xm; ym) be a training set of examples, where each xi 2 Rd and yi 2 f 1g. We say that this training set is linearly separable, if there exists

1. halfspace, (w; b), such that yi = sign(hw; xii + b) for all i. Alternatively, this condition can be rewritten as

8i 2 [m]; yi(hw; xii + b) > 0:

All halfspaces (w; b) that satisfy this condition are ERM hypotheses (their 0-1 error is zero, which is the minimum possible error). For any separable training sample, there are many ERM halfspaces. Which one of them should the learner pick?

Consider, for example, the training set described in the picture that follows.

|  |  |
| --- | --- |
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![](data:image/jpeg;base64,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)

x

x

While both the dashed-black and solid-green hyperplanes separate the four ex-amples, our intuition would probably lead us to prefer the black hyperplane over the green one. One way to formalize this intuition is using the concept of margin.

The margin of a hyperplane with respect to a training set is de ned to be the minimal distance between a point in the training set and the hyperplane. If a hyperplane has a large margin, then it will still separate the training set even if we slightly perturb each instance.

We will see later on that the true error of a halfspace can be bounded in terms of the margin it has over the training sample (the larger the margin, the smaller the error), regardless of the Euclidean dimension in which this halfspace resides.

Hard-SVM is the learning rule in which we return an ERM hyperplane that separates the training set with the largest possible margin. To de ne Hard-SVM formally, we rst express the distance between a point x to a hyperplane using the parameters de ning the halfspace.

claim 15.1 The distance between a point x and the hyperplane de ned by (w; b) where kwk = 1 is jhw; xi + bj.

Proof The distance between a point x and the hyperplane is de ned as

minfkx vk : hw; vi + b = 0g:

Taking v = x (hw; xi + b)w we have that

hw; vi + b = hw; xi (hw; xi + b)kwk2 + b = 0;

and

kx vk = jhw; xi + bj kwk = jhw; xi + bj:

Hence, the distance is at most jhw; xi + bj. Next, take any other point u on the hyperplane, thus hw; ui + b = 0. We have

kx uk2 = kx v + v uk2

1. kx vk2 + kv uk2 + 2hx v; v ui kx vk2 + 2hx v; v ui
2. kx vk2 + 2(hw; xi + b)hw; v ui
3. kx vk2;

where the last equality is because hw; vi = hw; ui = b. Hence, the distance
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between x and u is at least the distance between x and v, which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

On the basis of the preceding claim, the closest point in the training set to the separating hyperplane is mini2[m] jhw; xii + bj. Therefore, the Hard-SVM rule is

argmax min jhw; xii + bj s.t. 8i; yi(hw; xii + b) > 0:

(w;b):kwk=1 i2[m]

Whenever there is a solution to the preceding problem (i.e., we are in the sepa-rable case), we can write an equivalent problem as follows (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page214)):

|  |  |
| --- | --- |
| argmax min yi(hw; xii + b): | (15.1) |

(w;b):kwk=1 i2[m]

Next, we give another equivalent formulation of the Hard-SVM rule as a quadratic optimization problem.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)

Hard-SVM

input: (x1; y1); : : : ; (xm; ym)

solve:

(w0; b0) = argmin kwk2 s.t. 8i; yi(hw; xii + b) 1 (15.2)

(w;b)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| output: w^ |  | w0 |  | ^ |  | b0 |
| = | kw0k | ; | b | = | kw0k |

The lemma that follows shows that the output of hard-SVM is indeed the separating hyperplane with the largest margin. Intuitively, hard-SVM searches for w of minimal norm among all the vectors that separate the data and for which jhw; xii + bj 1 for all i. In other words, we enforce the margin to be 1, but now the units in which we measure the margin scale with the norm of w. Therefore, nding the largest margin halfspace boils down to nding w whose norm is minimal. Formally:

lemma 15.2 The output of Hard-SVM is a solution of Equation ([15.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)).

Proof Let (w?; b?) be a solution of Equation ([15.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)) and de ne the margin achieved by (w?; b?) to be ? = mini2[m] yi(hw?; xii + b?). Therefore, for all i we have

yi(hw?; xii + b?) ?

or equivalently

yi(hw?? ; xii + b?? ) 1:

Hence, the pair ( w? ; b? ) satis es the conditions of the quadratic optimization

? ?

1 A quadratic optimization problem is an optimization problem in which the objective is a convex quadratic function and the constraints are linear inequalities.

|  |  |
| --- | --- |
| 15.1 Margin and Hard-SVM | 205 |
|  |  |

problem given in Equation ([15.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)). Therefore, kw0k kw?? k = 1? . It follows that for all i,

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | ^ |  | 1 |  | 1 | | ? |  |
|  |  |  |  |  |  |  |
| yi(hw^ | ; xii + b) = | kw0k | | yi(hw0 | ; xii + b0) | kw0k |  | : |
| Since kw^k = 1 we obtain that (w^ | | | ^ |  |  |  |  |  |
| ; b) is an optimal solution of Equation ([15.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)). | | | | | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 15.1.1 | The Homogenous Case |  |  |  |  |  |  |  |  |  |  |  |
|  | It is often more convenient to consider homogenous halfspaces, namely, halfspaces | | | | | | | | | | | |
|  | that pass through the origin and are thus de ned by sign(hw; xi), where the bias | | | | | | | | | | | |
|  | term b is set to be zero. Hard-SVM for homogenous halfspaces amounts to solving | | | | | | | | | | | |
|  | min | k | w | k | 2 | s.t. | i; y | ih | w; x | ii | 1: | (15.3) |
|  | w |  |  |  | 8 |  |  |  |

As we discussed in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117), we can reduce the problem of learning nonhomogenous halfspaces to the problem of learning homogenous halfspaces by adding one more feature to each instance of xi, thus increasing the dimension to d + 1.

Note, however, that the optimization problem given in Equation ([15.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)) does not regularize the bias term b, while if we learn a homogenous halfspace in Rd+1 using Equation ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)) then we regularize the bias term (i.e., the d+ 1 component of the weight vector) as well. However, regularizing b usually does not make a signi cant di erence to the sample complexity.

15.1.2 The Sample Complexity of Hard-SVM

Recall that the VC-dimension of halfspaces in Rd is d + 1. It follows that the sample complexity of learning halfspaces grows with the dimensionality of the problem. Furthermore, the fundamental theorem of learning tells us that if the number of examples is signi cantly smaller than d= then no algorithm can learn an -accurate halfspace. This is problematic when d is very large.

To overcome this problem, we will make an additional assumption on the underlying data distribution. In particular, we will de ne a \separability with margin " assumption and will show that if the data is separable with margin

then the sample complexity is bounded from above by a function of 1= 2. It follows that even if the dimensionality is very large (or even in nite), as long as the data adheres to the separability with margin assumption we can still have a small sample complexity. There is no contradiction to the lower bound given in the fundamental theorem of learning because we are now making an additional assumption on the underlying data distribution.

Before we formally de ne the separability with margin assumption, there is a scaling issue we need to resolve. Suppose that a training set S = (x1; y1); : : : ; (xm; ym) is separable with a margin , namely, the maximal objective value of Equa-tion ([15.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)) is at least . Then, for any positive scalar > 0, the training set
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S0 = ( x1; y1); : : : ; ( xm; ym) is separable with a margin of . That is, a sim-ple scaling of the data can make it separable with an arbitrarily large margin. It follows that in order to give a meaningful de nition of margin we must take into account the scale of the examples as well. One way to formalize this is using the de nition that follows.

definition 15.3 Let D be a distribution over Rd f 1g. We say that D is separable with a ( ; )-margin if there exists (w?; b?) such that kw?k = 1 and such that with probability 1 over the choice of (x; y) D we have that y(hw?; xi+ b?) and kxk . Similarly, we say that D is separable with a ( ; )-margin using a homogenous halfspace if the preceding holds with a halfspace of the form (w?; 0).

In the advanced part of the book (Chapter [26](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page375)), we will prove that the sample complexity of Hard-SVM depends on ( = )2 and is independent of the dimension d. In particular, Theorem [26.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384) in Section [26.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page383) states the following:

theorem 15.4 Let D be a distribution over Rd f 1g that satis es the ( ; )-separability with margin assumption using a homogenous halfspace. Then, with probability of at least 1 over the choice of a training set of size m, the 0-1 error of the output of Hard-SVM is at most

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| r | 4 ( m | | | + | r |  |  | m | | : |
|  |  | = )2 |  |  |  |  | 2 log(2= ) | | |  |
|  | |  |  | | |  |  |  |  | |
| Remark 15.1 (Margin and the Perceptron) | | | | | | | | In Section [9.1.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) we have described | | |

and analyzed the Perceptron algorithm for nding an ERM hypothesis with respect to the class of halfspaces. In particular, in Theorem [9.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) we upper bounded the number of updates the Perceptron might make on a given training set. It can be shown (see Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page214)) that the upper bound is exactly ( = )2, where is the radius of examples and is the margin.

15.2 Soft-SVM and Norm Regularization

The Hard-SVM formulation assumes that the training set is linearly separable, which is a rather strong assumption. Soft-SVM can be viewed as a relaxation of the Hard-SVM rule that can be applied even if the training set is not linearly separable.

The optimization problem in Equation ([15.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204)) enforces the hard constraints yi(hw; xii + b) 1 for all i. A natural relaxation is to allow the constraint to be violated for some of the examples in the training set. This can be modeled by introducing nonnegative slack variables, 1; : : : ; m, and replacing each constraint yi(hw; xii+ b) 1 by the constraint yi(hw; xii+ b) 1 i. That is, i measures by how much the constraint yi(hw; xii+b) 1 is being violated. Soft-SVM jointly minimizes the norm of w (corresponding to the margin) and the average of i (corresponding to the violations of the constraints). The tradeo between the two

|  |  |
| --- | --- |
| 15.2 Soft-SVM and Norm Regularization | 207 |
|  |  |

terms is controlled by a parameter . This leads to the Soft-SVM optimization problem:

Soft-SVM

input: (x1; y1); : : : ; (xm; ym)

parameter: > 0

solve:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  | 1 | m |  | ! |  |
| min | 2 | Xi |  |  |  |
|  |  |  |
|  |  |  |  |
| kwk + m | |  | i | (15.4) |
| w;b; | =1 |  |
|  |  |  |  |  |  |
| s.t. 8i; yi(hw; xii + b) 1 i | | | | | | and i 0 |

output: w; b

We can rewrite Equation ([15.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)) as a regularized loss minimization problem.

Recall the de nition of the hinge loss:

`hinge((w; b); (x; y)) = maxf0; 1 y(hw; xi + b)g:

Given (w; b) and a training set S, the averaged hinge loss on S is denoted by

hinge

LS ((w; b)). Now, consider the regularized loss minimization problem:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w;b | k |  | k |  | + LS | ((w; b)) |  |  |
| min |  | w |  | 2 | hinge |  | : | (15.5) |

claim 15.5 Equation ([15.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)) and Equation ([15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)) are equivalent.

Proof Fix some w; b and consider the minimization over in Equation ([15.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)). Fix some i. Since i must be nonnegative, the best assignment to i would be 0 if yi(hw; xii + b) 1 and would be 1 yi(hw; xii + b) otherwise. In other words, i = `hinge((w; b); (xi; yi)) for all i, and the claim follows. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

We therefore see that Soft-SVM falls into the paradigm of regularized loss minimization that we studied in the previous chapter. A Soft-SVM algorithm, that is, a solution for Equation ([15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)), has a bias toward low norm separators. The objective function that we aim to minimize in Equation ([15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)) penalizes not only for training errors but also for large norm.

It is often more convenient to consider Soft-SVM for learning a homogenous halfspace, where the bias term b is set to be zero, which yields the following optimization problem:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| w | kwk | 2 | + LS | (w) | ; |  |
| min |  | hinge | |  | (15.6) |
|  |  |  |  |  |

where

m

LhingeS(w) = m1 X maxf0; 1 yhw; xiig:

i=1
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 15.2.1 | The Sample Complexity of Soft-SVM | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | We now analyze the sample complexity of Soft-SVM for the case of homogenous | | | | | | | | | | | | | | | | | | | | |
|  | halfspaces (namely, the output of Equation ([15.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207))). In Corollary [13.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179) we derived | | | | | | | | | | | | | | | | | | | | |
|  | a generalization bound for the regularized loss minimization framework assuming | | | | | | | | | | | | | | | | | | | | |
|  | that the loss function is convex and Lipschitz. We have already shown that the | | | | | | | | | | | | | | | | | | | | |
|  | hinge loss is convex so it is only left to analyze the Lipschitzness of the hinge | | | | | | | | | | | | | | | | | | | | |
|  | loss. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | claim 15.6 Let f(w) = maxf0; 1 yhw; xig. Then, f is kxk-Lipschitz. | | | | | | | | | | | | | | | | | |  |  |  |
|  | Proof It is easy to verify that any subgradient of f at w is of the form x where | | | | | | | | | | | | | | | | | | | | |
|  | j j 1. The claim now follows from Lemma [14.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page190). | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Corollary [13.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179) therefore yields the following: | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | corollary 15.7 |  | Let D be a distribution over X f0; 1g, where X = fx : | | | | | | | | | | | | | | | | | | |
|  | kxk g. Consider running Soft-SVM (Equation ([15.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207))) on a training set S | | | | | | | | | | | | | | | | | | | | |
|  | Dm and let A(S) be the solution of Soft-SVM. Then, for every u, | | | | | | | | | | | | | | | | | |  |  |  |
|  | S E | m[LDhinge(A(S))] | | LDhinge(u) + kuk2 | | | | | | |  |  | 2 2 | | | | | |  |  |  |
|  | + |  |  | |  | : |  |  |  |  |  |
|  | m | | |  |  |  |
|  | D |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Furthermore, since the hinge loss upper bounds the 0 1 loss we also have | | | | | | | | | | | | | | | | | |  |  |  |
|  | S E |  | m[LD0 1(A(S))] | LDhinge(u) + kuk2 | | | | | | | + | 2 2 | |  | : | |  |  |  |  |  |
|  |  | m | | |  |  |  |  |  |
|  | D | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Last, for every B > 0, if we set = q | | | | | 2 2 | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | then | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | B2m |  |  |  |  |  |  |  |  |  |  |  |  |
|  | S Dm D |  | S Dm D |  |  |  |  |  | w:kwk B | | D | | |  |  | r |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | m | | |
|  | E [L0 1(A(S))] |  | E [Lhinge(A(S))] | | | | | |  |  | Lhinge | | |  |  |  |  | 8 2B2 | | | |
|  |  |  | min | (w) + | | | |  |  | : | |
|  |  |  |  |  |

We therefore see that we can control the sample complexity of learning a half-space as a function of the norm of that halfspace, independently of the Euclidean dimension of the space over which the halfspace is de ned. This becomes highly signi cant when we learn via embeddings into high dimensional feature spaces, as we will consider in the next chapter.

Remark 15.2 The condition that X will contain vectors with a bounded norm follows from the requirement that the loss function will be Lipschitz. This is not just a technicality. As we discussed before, separation with large margin is meaningless without imposing a restriction on the scale of the instances. In-deed, without a constraint on the scale, we can always enlarge the margin by multiplying all instances by a large scalar.

15.2.2 Margin and Norm-Based Bounds versus Dimension

The bounds we have derived for Hard-SVM and Soft-SVM do not depend on the dimension of the instance space. Instead, the bounds depend on the norm of the

|  |  |
| --- | --- |
| 15.2 Soft-SVM and Norm Regularization | 209 |
|  |  |

examples, , the norm of the halfspace B (or equivalently the margin parameter

) and, in the nonseparable case, the bounds also depend on the minimum hinge loss of all halfspaces of norm B. In contrast, the VC-dimension of the class of

homogenous halfspaces is d, which implies that the error of an ERM hypothesis

p

decreases as d=m does. We now give an example in which 2B2 d; hence the bound given in Corollary [15.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page208) is much better than the VC bound.

Consider the problem of learning to classify a short text document according to its topic, say, whether the document is about sports or not. We rst need to represent documents as vectors. One simple yet e ective way is to use a bag-of-words representation. That is, we de ne a dictionary of words and set the dimension d to be the number of words in the dictionary. Given a document, we represent it as a vector x 2 f0; 1gd, where xi = 1 if the i'th word in the dictionary appears in the document and xi = 0 otherwise. Therefore, for this problem, the value of 2 will be the maximal number of distinct words in a given document.

A halfspace for this problem assigns weights to words. It is natural to assume that by assigning positive and negative weights to a few dozen words we will be able to determine whether a given document is about sports or not with reasonable accuracy. Therefore, for this problem, the value of B2 can be set to be less than 100. Overall, it is reasonable to say that the value of B2 2 is smaller than 10,000.

On the other hand, a typical size of a dictionary is much larger than 10,000. For example, there are more than 100,000 distinct words in English. We have therefore shown a problem in which there can be an order of magnitude di erence between learning a halfspace with the SVM rule and learning a halfspace using the vanilla ERM rule.

Of course, it is possible to construct problems in which the SVM bound will be worse than the VC bound. When we use SVM, we in fact introduce another form of inductive bias { we prefer large margin halfspaces. While this induc-tive bias can signi cantly decrease our estimation error, it can also enlarge the approximation error.

15.2.3 The Ramp Loss\*

The margin-based bounds we have derived in Corollary [15.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page208) rely on the fact that we minimize the hinge loss. As we have shown in the previous subsection, the

p

term 2B2=m can be much smaller than the corresponding term in the VC

p

bound, d=m. However, the approximation error in Corollary [15.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page208) is measured with respect to the hinge loss while the approximation error in VC bounds is measured with respect to the 0 1 loss. Since the hinge loss upper bounds the 0 1 loss, the approximation error with respect to the 0 1 loss will never exceed that of the hinge loss.

It is not possible to derive bounds that involve the estimation error term

p

2B2=m for the 0 1 loss. This follows from the fact that the 0 1 loss is scale
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insensitive, and therefore there is no meaning to the norm of w or its margin when we measure error with the 0 1 loss. However, it is possible to de ne a loss

function that on one hand it is scale sensitive and thus enjoys the estimation

p

error 2B2=m while on the other hand it is more similar to the 0 1 loss. One option is the ramp loss, de ned as

`ramp(w; (x; y)) = minf1; `hinge(w; (x; y))g = minf1 ; maxf0; 1 yhw; xigg:

The ramp loss penalizes mistakes in the same way as the 0 1 loss and does not penalize examples that are separated with margin. The di erence between the ramp loss and the 0 1 loss is only with respect to examples that are correctly classi ed but not with a signi cant margin. Generalization bounds for the ramp loss are given in the advanced part of this book (see Appendix [26.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page383)).
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The reason SVM relies on the hinge loss and not on the ramp loss is that the hinge loss is convex and, therefore, from the computational point of view, minimizing the hinge loss can be performed e ciently. In contrast, the problem of minimizing the ramp loss is computationally intractable.

15.3 Optimality Conditions and \Support Vectors"\*

The name \Support Vector Machine" stems from the fact that the solution of hard-SVM, w0, is supported by (i.e., is in the linear span of) the examples that are exactly at distance 1=kw0k from the separating hyperplane. These vectors are therefore called support vectors. To see this, we rely on Fritz John optimality conditions.

theorem 15.8 Let w0 be as de ned in Equation ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)) and let I = fi :

jhw0; xiij = 1g. Then, there exist coe cients 1; : : : ; m such that

X

w0 = ixi:

i2I

The examples fxi : i 2 Ig are called support vectors.

The proof of this theorem follows by applying the following lemma to Equa-tion ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)).

|  |  |
| --- | --- |
| 15.4 Duality\* | 211 |
|  |  |

lemma 15.9 (Fritz John) Suppose that

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w | ? | 2 | w | s.t. | 8 | i | 2 | i | (w) |  | 0; |
|  |  |  | argmin f(w) |  |  | [m]; g |  |
| where f; g1; : : : ; gm are di erentiable. Then, | | | | | | | | there exists 2 Rm such that | | | |
| rf(w?) + Pi2I irgi(w?) = 0, where I = fi : gi(w?) = 0g. | | | | | | | | | | |  |

15.4 Duality\*

Historically, many of the properties of SVM have been obtained by considering the dual of Equation ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)). Our presentation of SVM does not rely on duality. For completeness, we present in the following how to derive the dual of Equa-tion ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)).

We start by rewriting the problem in an equivalent form as follows. Consider the function

|  |  |
| --- | --- |
| 2Rm: 0 =1 i(1 yihw; xii) = | ( |
| m | 0 |
| Xi |
| 1 |
| g(w) = max |  |

We can therefore rewrite Equation ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)) as

if 8i; yihw; xii 1 otherwise

:

min kwk2 + g(w) :

w

(15.7)

Rearranging the preceding we obtain that Equation ([15.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page205)) can be rewritten as the problem

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| w 2Rm: 0 2 kwk + | | | | =1 i(1 yihw; xii)! | : |  |
|  | 1 | |  | m |  |  |
| min max | 2 | Xi |  | (15.8) |
|  |  |  |
|  |  |  |  |
|  |  |  |  |  |

Now suppose that we ip the order of min and max in the above equation. This can only decrease the objective value (see Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page214)), and we have

!

m

min max 1 kwk2 + X i(1 yihw; xii)

w 2Rm: 0 2

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 2Rm: 0 |  |  |  | i=1 | =1 i(1 yihw; xii)! | : |
| w 2 kwk + | | | |
|  |  | 1 | |  | m |  |
| max | min | 2 | Xi |  |
|  |  |  |
|  |  |  |  |
|  |  |  |  |  |

The preceding inequality is called weak duality. It turns out that in our case, strong duality also holds; namely, the inequality holds with equality. Therefore, the dual problem is

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 2Rm: 0 w2 kwk + | | | | =1 i(1 yihw; xii)! | : |  |
|  | 1 | |  | m |  |  |
| max min | 2 | Xi |  | (15.9) |
|  |  |  |
|  |  |  |  |
|  |  |  |  |  |

We can simplify the dual problem by noting that once is xed, the optimization

1. Support Vector Machines

problem with respect to w is unconstrained and the objective is di erentiable; thus, at the optimum, the gradient equals zero:

m

m

X

X

w

iyixi

= 0

)

w =

iyixi:

i=1

i=1

This shows us that the solution must be in the linear span of the examples, a fact we will use later to derive SVM with kernels. Plugging the preceding into Equation ([15.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page211)) we obtain that the dual problem can be rewritten as

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Rm: 0 02 | | | | | | iyixi | |  | 2 | +i 01 yi \* | | | jyjxj; xi+11 : |  |
|  |  | 1 | | |  | m |  |  | m | |  |  |  |
|  |  |  |  |  |  |  |
| 2 |  | i=1 |  |  | i=1 | |  | j |  |
|  |  |  |  |  | X | |  |  |  | X | |  | X |  |
| max | @ |  |  |  |  |  |  |  |  |  |  | @ | AA | (15.10) |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| Rearranging | yields the dual problem | | | | | | | | | | |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | i=1 j=1 i jyiyjhxj; xii1 : | |  |
|  |  |  | 2Rm: 0 | | | | 0 =1 | | | i 2 | |  |
|  |  |  |  |  |  |  |  | m | | 1 | | m m |  |  |
|  |  |  |  |  |  |  | @Xi | | |  |  | X X | A |  |
|  |  |  |  |  | max | |  | | (15.11) |
|  |  |  |  |  |  |  |  |  |  |

Note that the dual problem only involves inner products between instances and does not require direct access to speci c elements within an instance. This prop-erty is important when implementing SVM with kernels, as we will discuss in the next chapter.

15.5 Implementing Soft-SVM Using SGD

In this section we describe a very simple algorithm for solving the optimization problem of Soft-SVM, namely,

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w 2 kwk | | |  | + m | | maxf0; 1 yhw; xiig! | : |  |
|  | | |  | 1 | | m |  |  |
| min |  |  | 2 |  |  | Xi |  | (15.12) |
|  |  |  |  |  |  |
|  |  |  |  |  | =1 |  |
|  |  |  |  |  |  |  |  |

We rely on the SGD framework for solving regularized loss minimization prob-lems, as described in Section [14.5.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page199).

Recall that, on the basis of Equation ([14.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page200)), we can rewrite the update rule of SGD as

t

w(t+1) = 1 X v ; j

where vj is a subgradient of the loss function at w(j) on the random example chosen at iteration j. For the hinge loss, given an example (x; y), we can choose vj to be 0 if yhw(j); xi 1 and vj = y x otherwise (see Example [14.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page190)). Denoting (t) = Pj<t vj we obtain the following procedure.

|  |  |
| --- | --- |
| 15.6 Summary | 213 |
|  |  |

SGD for Solving Soft-SVM

goal: Solve Equation ([15.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212))

parameter: T

initialize: (1) = 0

for t = 1; : : : ; T

Let w(t) = 1t (t)

Choose i uniformly at random from [m]

If (yihw(t); xii < 1)

Set (t+1) = (t) + yixi

Else

Set (t+1) = (t)

output: w = T1 PTt=1 w(t)

15.6 Summary

SVM is an algorithm for learning halfspaces with a certain type of prior knowl-edge, namely, preference for large margin. Hard-SVM seeks the halfspace that separates the data perfectly with the largest margin, whereas soft-SVM does not assume separability of the data and allows the constraints to be violated to some extent. The sample complexity for both types of SVM is di erent from the sample complexity of straightforward halfspace learning, as it does not depend on the dimension of the domain but rather on parameters such as the maximal norms of x and w.

The importance of dimension-independent sample complexity will be realized in the next chapter, where we will discuss the embedding of the given domain into some high dimensional feature space as means for enriching our hypothesis class. Such a procedure raises computational and sample complexity problems. The latter is solved by using SVM, whereas the former can be solved by using SVM with kernels, as we will see in the next chapter.

15.7 Bibliographic Remarks

SVMs have been introduced in (Cortes & Vapnik 1995, Boser, Guyon & Vapnik 1992). There are many good books on the theoretical and practical aspects of SVMs. For example, (Vapnik 1995, Cristianini & Shawe-Taylor 2000, Sch•olkopf

1. Smola 2002, Hsu, Chang & Lin 2003, Steinwart & Christmann 2008). Using SGD for solving soft-SVM has been proposed in Shalev-Shwartz et al. (2007).

1. Support Vector Machines

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 15.8 | Exercises |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 1. Show that the hard-SVM rule, namely, | | | | | | | | | | |  |  | 8 |  | i h |  |  | ii |  |
|  | (w;b):kwk=1 | i2[m] | | jh | w; x | | ii | + b | | | j | s.t. |  |  |  |  | + b) > 0; |
|  | argmax | min | |  |  |  |  | i; y ( w; x | | | | |  |
|  | is equivalent to the following formulation: | | | | | | | | | | | |  |  |  |  |  |  |  |  |
|  |  |  | argmax | | | |  |  | min | | | yi(hw; xii + b): | | | | | |  |  | (15.13) |
|  |  |  | (w;b):kwk=1 i2[m] | | | | | | | | |  |  |  |
|  | Hint: De ne G = f(w; b) : 8i; yi(hw; xii + b) > 0g. | | | | | | | | | | | | | | | |  |  |  |  |
|  | 1. Show that |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | argmax | | | |  | min | | | | y ( w; x | | | ii | + b) | 2 G | | |  |
|  |  |  |  | i | 2 | [m] | | i h |  |  |  |  |
|  |  | (w;b):kwk=1 | | | | | | |  |  |  |  |  |  |  |  |  |  |  |
|  | 2. Show that 8(w; b) 2 G; | | | |  |  |  | ii | |  |  | i [m] jh | | | |  | ii |  |  | j |
|  |  | i [m] | | i h | | w; x | |  |  | w; x | + b | |
|  |  | min y ( | | | |  |  | + b) = min | | | | |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |  |  |  | 2 |  |  |  |  |  |  |  |

1. Margin and the Perceptron Consider a training set that is linearly sep-arable with a margin and such that all the instances are within a ball of radius . Prove that the maximal number of updates the Batch Perceptron

algorithm given in Section [9.1.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) will make when running on this training set is ( = )2.

1. Hard versus soft SVM: Prove or refute the following claim:

There exists > 0 such that for every sample S of m > 1 examples, which is separable by the class of homogenous halfspaces, the hard-SVM and the soft-SVM (with parameter ) learning rules return exactly the same weight vector.

1. Weak duality: Prove that for any function f of two vector variables x 2 X ; y 2 Y, it holds that

min max f(x; y) max min f(x; y):

x2X y2Y y2Y x2X

1. Kernel Methods

In the previous chapter we described the SVM paradigm for learning halfspaces in high dimensional feature spaces. This enables us to enrich the expressive power of halfspaces by rst mapping the data into a high dimensional feature space, and then learning a linear predictor in that space. This is similar to the AdaBoost algorithm, which learns a composition of a halfspace over base hy-potheses. While this approach greatly extends the expressiveness of halfspace predictors, it raises both sample complexity and computational complexity chal-lenges. In the previous chapter we tackled the sample complexity issue using the concept of margin. In this chapter we tackle the computational complexity challenge using the method of kernels.

We start the chapter by describing the idea of embedding the data into a high dimensional feature space. We then introduce the idea of kernels. A kernel is a type of a similarity measure between instances. The special property of kernel similarities is that they can be viewed as inner products in some Hilbert space (or Euclidean space of some high dimension) to which the instance space is vir-tually embedded. We introduce the \kernel trick" that enables computationally e cient implementation of learning, without explicitly handling the high dimen-sional representation of the domain instances. Kernel based learning algorithms, and in particular kernel-SVM, are very useful and popular machine learning tools. Their success may be attributed both to being exible for accommodating domain speci c prior knowledge and to having a well developed set of e cient implementation algorithms.

16.1 Embeddings into Feature Spaces

The expressive power of halfspaces is rather restricted { for example, the follow-ing training set is not separable by a halfspace.

Let the domain be the real line; consider the domain points f 10; 9; 8; : : : ; 0;

1; : : : ; 9; 10g where the labels are +1 for all x such that jxj > 2 and 1 otherwise.

To make the class of halfspaces more expressive, we can rst map the original instance space into another space (possibly of a higher dimension) and then learn a halfspace in that space. For example, consider the example mentioned previously. Instead of learning a halfspace in the original representation let us

|  |  |  |
| --- | --- | --- |
| 216 | Kernel Methods |  |
|  |  |  |
|  | rst de ne a mapping : R ! R2 as follows: |  |
|  | (x) = (x; x2): |  |
|  | We use the term feature space to denote the range of . After applying the | |
|  | data can be easily explained using the halfspace h(x) = sign(hw; | (x)i b), |
|  | where w = (0; 1) and b = 5. |  |
|  | The basic paradigm is as follows: |  |
|  | 1. Given some domain set X and a learning task, choose a mapping | : X ! F, |

for some feature space F, that will usually be Rn for some n (however, the range of such a mapping can be any Hilbert space, including such spaces of in nite dimension, as we will show later).

2. Given a sequence of labeled examples, S = (x1; y1); : : : ; (xm; ym), create the

^

image sequence S = ( (x1); y1); : : : ; ( (xm); ym).

^

3. Train a linear predictor h over S.

4. Predict the label of a test point, x, to be h( (x)).

Note that, for every probability distribution D over X Y, we can readily de ne its image probability distribution D over F Y by setting, for every subset A F Y, D (A) = D( 1(A)).[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page216) It follows that for every predictor h over the feature space, LD (h) = LD(h ), where h is the composition of h onto .

The success of this learning paradigm depends on choosing a good for a given learning task: that is, a that will make the image of the data distribution (close to being) linearly separable in the feature space, thus making the resulting algorithm a good learner for a given task. Picking such an embedding requires prior knowledge about that task. However, often some generic mappings that enable us to enrich the class of halfspaces and extend its expressiveness are used. One notable example is polynomial mappings, which are a generalization of the

we have seen in the previous example.

Recall that the prediction of a standard halfspace classi er on an instance x is based on the linear mapping x 7! wh; xi. We can generalize linear mappings to a polynomial mapping, x 7!p(x), where p is a multivariate polynomial of degree k. For simplicity, consider rst the case in which x is 1 dimensional.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | k |  |  |  |  |  |
| In that case, p(x) = | j=0 wjxj, where w 2 Rk+1 is the vector of coe cients | | | | | |
| need to learn. We can rewrite p(x) = | | h | w; | (x) | i | where |
| of the polynomial weP |  |  |  |  |

1. R ! Rk+1 is the mapping x 7!(1; x; x2; x3; : : : ; xk). It follows that learning a k degree polynomial over R can be done by learning a linear mapping in the (k + 1) dimensional feature space.

More generally, a degree k multivariate polynomial from Rn to R can be writ-

ten as

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| J2[X |  |  | r |  |
|  | Y |  |
| p(x) = |  |  | wJxJi : | (16.1) |
| n]r:r |  | k | i=1 |  |

1 This is de ned for every A such that 1(A) is measurable with respect to D.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  | 16.2 The Kernel Trick | | 217 |
|  |  | | | | | | |  | | |
|  | As before, we can rewrite p(x) = hw; | | | | | | | (x)i where now : Rn ! Rd is such | | |
|  | that for | every J | | 2 | [n]r, r |  | k, the coordinate of | | (x) associated with J is the | |
|  | Q | r |  |  |  |  |  |
|  | monomial | | i=1 xJi . | | |  |  |  |  |  |
|  | Naturally, polynomial-based classi ers yield much richer hypothesis classes | | | | | | | | | |
|  | than halfspaces. We have seen at the beginning of this chapter an example in | | | | | | | | | |
|  | which the training set, in its original domain (X = R), cannot be separable | | | | | | | | | |
|  | by a halfspace, but after the embedding x 7!(x; | | | | | | | | x2) it is perfectly separable. | |
|  | So, while the classi er is always linear in the feature space, it can have highly | | | | | | | | | |
|  | nonlinear behavior on the original space from which instances were sampled. | | | | | | | | | |
|  | In general, we can choose any feature mapping | | | | | | | | that maps the original in- | |
|  | stances into some Hilbert space.[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page217) The Euclidean space Rd is a Hilbert space for | | | | | | | | | |
|  | any nite d. But there are also in nite dimensional Hilbert spaces (as we shall | | | | | | | | | |
|  | see later on in this chapter). | | | | | |  |  |  |  |
|  | The bottom line of this discussion is that we can enrich the class of halfspaces | | | | | | | | | |
|  | by rst applying a nonlinear mapping, | | | | | | | , that maps the instance space into some | | |
|  | feature space, and then learning a halfspace in that feature space. However, if | | | | | | | | | |
|  | the range of | | is a high dimensional space we face two problems. First, the VC- | | | | | | | |
|  | dimension of halfspaces in Rn is n + 1, and therefore, if the range of | | | | | | | | | is very |
|  | large, we need many more samples in order to learn a halfspace in the range | | | | | | | | | |
|  | of . Second, from the computational point of view, performing calculations in | | | | | | | | | |
|  | the high dimensional space might be too costly. In fact, even the representation | | | | | | | | | |
|  | of the vector w in the feature space can be unrealistic. The rst issue can be | | | | | | | | | |
|  | tackled using the paradigm of large margin (or low norm predictors), as we | | | | | | | | | |
|  | already discussed in the previous chapter in the context of the SVM algorithm. | | | | | | | | | |
|  | In the following section we address the computational issue. | | | | | | | | |  |
| 16.2 | The Kernel Trick | | | | |  |  |  |  |  |
|  | We have seen that embedding the input space into some high dimensional feature | | | | | | | | | |
|  | space makes halfspace learning more expressive. However, the computational | | | | | | | | | |
|  | complexity of such learning may still pose a serious hurdle { computing linear | | | | | | | | | |
|  | separators over very high dimensional data may be computationally expensive. | | | | | | | | | |
|  | The common solution to this concern is kernel based learning. The term \kernels" | | | | | | | | | |
|  | is used in this context to describe inner products in the feature space. Given | | | | | | | | | |
|  | an embedding | | | of some domain space X into some Hilbert space, we de ne | | | | | | |
|  | the kernel function K(x; x0) = h (x); | | | | | | | (x0)i. One can think of K as specifying | | |
|  | similarity between instances and of the embedding | | | | | | | | as mapping the domain set | |

1. A Hilbert space is a vector space with an inner product, which is also complete. A space is complete if all Cauchy sequences in the space converge.

p

In our case, the norm kw k is de ned by the inner product hw; wi. The reason we require the range of to be in a Hilbert space is that projections in a Hilbert space are well de ned. In particular, if M is a linear subspace of a Hilbert space, then every x in the Hilbert space can be written as a sum x = u + v where u 2 M and hv; wi = 0 for all

w 2 M. We use this fact in the proof of the representer theorem given in the next section.

1. Kernel Methods

X into a space where these similarities are realized as inner products. It turns out that many learning algorithms for halfspaces can be carried out just on the basis of the values of the kernel function over pairs of domain points. The main advantage of such algorithms is that they implement linear separators in high

dimensional feature spaces without having to specify points in that space or expressing the embedding explicitly. The remainder of this section is devoted to constructing such algorithms.

In the previous chapter we saw that regularizing the norm of w yields a small sample complexity even if the dimensionality of the feature space is high. Inter-estingly, as we show later, regularizing the norm of w is also helpful in overcoming the computational problem. To do so, rst note that all versions of the SVM op-timization problem we have derived in the previous chapter are instances of the following general problem:

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w | h | w; | 1 | i | h | w; | (x | m i | k | k | )); | (16.2) |
| min (f ( | | (x | ) | ; : : : ; | ) | ) + R( | w |

where f : Rm ! R is an arbitrary function and R : R+ ! R is a monotoni-cally nondecreasing function. For example, Soft-SVM for homogenous halfspaces (Equation ([15.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207))) can be derived from Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) by letting R(a) = a2 and f(a1; : : : ; am) = m1 Pi maxf0; 1 yiaig. Similarly, Hard-SVM for nonhomogenous halfspaces (Equation ([15.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page204))) can be derived from Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) by letting R(a) = a2 and letting f(a1; : : : ; am) be 0 if there exists b such that yi(ai +b) 1 for all i, and f(a1; : : : ; am) = 1 otherwise.

The following theorem shows that there exists an optimal solution of Equa-tion ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) that lies in the span of f (x1); : : : ; (xm)g.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| theorem 16.1 (Representer Theorem) Assume that is a | | | mapping from | | | | X | to | |
|  | m |  |  |  |  |
| a Hilbert space. Then, there exists a vector | 2 R | m such that w = | | Pi=1 |  |  | (x | | ) |
| is an optimal solution of Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)). |  |  |  | i |  | i |  |

Proof Let w? be an optimal solution of Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)). Because w? is an element of a Hilbert space, we can rewrite w? as

m

X

w? = i (xi) + u;

i=1

where hu; (xi)i = 0 for all i. Set w = w? u. Clearly, kw?k2 = kwk2 + kuk2, thus kwk kw?k. Since R is nondecreasing we obtain that R(kwk) R(kw?k). Additionally, for all i we have that

hw; (xi)i = hw? u; (xi)i = hw?; (xi)i;

hence

f (hw; (x1)i ; : : : ; hw; (xm)i) = f (hw?; (x1)i ; : : : ; hw?; (xm)i) :

We have shown that the objective of Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) at w cannot be larger than the objective at w? and therefore w is also an optimal solution. Since

Pm

w = i=1 i (xi) we conclude our proof.

|  |  |
| --- | --- |
| 16.2 The Kernel Trick | 219 |
|  |  |

On the basis of the representer theorem we can optimize Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) with respect to the coe cients instead of the coe cients w as follows. Writing

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m |  |  |  |  |  |  |  |  |  |
| w = Pj=1 j | (xj) we have that for all i | | | | |  | m |  |  |
| hw; | (xi)i = | | \* | j (xj); (xi)+ | | = |  | jh (xj); | (xi)i: |
|  |  |  | Xj |  |  | Xj | |  |  |
|  |  |  |  |  |  |  | =1 |  |  |
| Similarly, |  |  |  |  |  |  |  |  |  |
| kwk2 = \* | | j (xj); | | | j (xj)+ = m | | | i jh (xi); (xj)i: | |
|  |  | Xj |  |  | Xj | X | |  |  |
|  |  |  |  |  |  | i;j=1 | |  |  |
| Let K(x; x0) = h | | (x); | (x0)i be a function that implements the kernel function | | | | | | |
| with respect to the embedding | | | | | . Instead of solving Equation ([16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page218)) we can solve | | | | |
| the equivalent problem | | | 0j=1 |  |  |  |  |  | 1 |
|  | 2Rm | | j | j 1 | =1 | j | j m |
|  |  |  | m |  |  | m |  |  | A |
|  | min f | | @X | K(x ; x ); : : : ; | | Xj | K(x ; x ) | |
|  |  |  |  |

0v 1

1. m

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | u | X |  |  |  |
| + R | @t | i jK(xj; xi) | A | : | (16.3) |
|  |  |  |  |

i;j=1

To solve the optimization problem given in Equation ([16.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page219)), we do not need any direct access to elements in the feature space. The only thing we should know is how to calculate inner products in the feature space, or equivalently, to calculate the kernel function. In fact, to solve Equation ([16.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page219)) we solely need to know the value of the m m matrix G s.t. Gi;j = K(xi; xj), which is often called the Gram matrix.

In particular, specifying the preceding to the Soft-SVM problem given in Equa-tion ([15.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page207)), we can rewrite the problem as

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 2Rm | G + m | | =1 |  | 0; 1 yi(G )i | ! ; |  |
|  |  | 1 | m |  |  |  |  |
| min | T |  | Xi | max | (16.4) |
|  |  |  |  |
|  |  |  |  |  |

where (G )i is the i'th element of the vector obtained by multiplying the Gram matrix G by the vector . Note that Equation ([16.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page219)) can be written as quadratic programming and hence can be solved e ciently. In the next section we describe an even simpler algorithm for solving Soft-SVM with kernels.

Once we learn the coe cients we can calculate the prediction on a new instance by

|  |  |
| --- | --- |
| m | m |
| X | Xj |
| hw; (x)i =jh (xj); (x)i = | jK(xj; x): |
| j=1 | =1 |

The advantage of working with kernels rather than directly optimizing w in the feature space is that in some situations the dimension of the feature space

x2

e 2 xn. Then,

1. Kernel Methods

is extremely large while implementing the kernel function is very simple. A few examples are given in the following.

Example 16.1 (Polynomial Kernels) The k degree polynomial kernel is de ned to be

K(x; x0) = (1 + hx; x0i)k:

Now we will show that this is indeed a kernel function. That is, we will show

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| that there exists a mapping | h | from the original space to some higher dimensional | | | | |
| space for which K(x; x0) = | (x); | i |  | 0 | 0 |
|  | (x0) | . For simplicity, denote x | | = x0 = 1. |
| Then, we have |  |  |  |  |  |  |
| K(x; x0) = (1 + hx; x0i)k = (1 + hx; x0i)(1 + hx; x0i) | | | | | |  |
| = 0 n | xjxj01 | | 0 n | | xjxj01 |  |
| @X |  | A | @Xj | | A |  |
| j=0 |  |  |  | =0 |  |  |

k

* 1. Y

1. xJi x0Ji

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| J2f0;1;:::;ngk i=1 | | | | | |  |  |  |  |  |
| J2f0X; | | | | g | k |  | k |  |  |  |
| Y |  | Y |  |  |  |
| = |  |  |  |  |  | xJi | xJ0 | i : |  |  |
|  |  | 1;:::;n | | | k i=1 |  | i=1 |  |  |  |
| Now, if we de ne : R | n | ! R | (n+1)k | | |  |  |  | k |  |
|  | k |  | such that for J 2 f0; 1; : : : ; ng | | | |  | there is an |
|  |  | KQ(xi | | ; x0) = h (x); (x0)i: | | | | |  |  |
| element of (x) that equals | | | =1 xJi , we obtain that | | | | | |  |  |

Since contains all the monomials up to degree k, a halfspace over the range of corresponds to a polynomial predictor of degree k over the original space. Hence, learning a halfspace with a k degree polynomial kernel enables us to learn polynomial predictors of degree k over the original space.

Note that here the complexity of implementing K is O(n) while the dimension of the feature space is on the order of nk.

Example 16.2 (Gaussian Kernel) Let the original instance space be R and consider the mapping where for each nonnegative integer n 0 there exists

an element (x)n that equals p1

n!

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 |  |  | |  |  |  |  |  | x2 | | |  |  | p1n! | | | |
| h (x); (x0)i = n=0 | | p1n! e 2 | | | | | |  | xn | | |
| X | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | |  | | |  |  |  |  |  |  |  |  | |  |  |  |
| x2 | | | +(x0)2 | | | | | 1 | |  | | ( | xx )n | | |  | |
| = e | |  |  | 2 | |  |  | n=0 | |  | n0! | |
|  |  |  |  |  |  |  |  | X | |  |  |  |  |  |  |  |  |

(x0)2

e 2 (x0)n

kx x0k2

= e 2 :

Here the feature space is of in nite dimension while evaluating the kernel is very

|  |  |
| --- | --- |
| 16.2 The Kernel Trick | 221 |
|  |  |

simple. More generally, given a scalar > 0, the Gaussian kernel is de ned to be

|  |  |  |
| --- | --- | --- |
| K(x; x0) = e | kx x0k2 | |
| 2 | : |

Intuitively, the Gaussian kernel sets the inner product in the feature space between x; x0 to be close to zero if the instances are far away from each other (in the original domain) and close to 1 if they are close. is a parameter that controls the scale determining what we mean by \close." It is easy to verify that K implements an inner product in a space in which for any n and any monomial

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  | kxk2 | n |
| of order k there exists an element of (x) that equals | p1n! | e | 2 | Qi=1 xJi . |

Hence, we can learn any polynomial predictor over the original space by using a Gaussian kernel.

Recall that the VC-dimension of the class of all polynomial predictors is in - nite (see Exercise [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page81)). There is no contradiction, because the sample complexity required to learn with Gaussian kernels depends on the margin in the feature space, which will be large if we are lucky, but can in general be arbitrarily small.

The Gaussian kernel is also called the RBF kernel, for \Radial Basis Func-tions."

|  |  |  |  |
| --- | --- | --- | --- |
| 16.2.1 | Kernels as a Way to Express Prior Knowledge | |  |
|  | As we discussed previously, a feature mapping, | , may be viewed as expanding | |
|  | the class of linear classi ers to a richer class (corresponding to linear classi ers | | |
|  | over the feature space). However, as discussed in the book so far, the suitability | | |
|  | of any hypothesis class to a given learning task depends on the nature of that | | |
|  | task. One can therefore think of an embedding | as a way to express and utilize | |
|  | prior knowledge about the problem at hand. For example, if we believe that | | |
|  | positive examples can be distinguished by some ellipse, we can de ne | | to be all |
|  | the monomials up to order 2, or use a degree 2 polynomial kernel. | |  |
|  | As a more realistic example, consider the task of learning to nd a sequence of | | |
|  | characters (\signature") in a le that indicates whether it contains a virus or not. | | |
|  | Formally, let Xd be the set of all strings of length at most d over some alphabet | | |
|  | set . The hypothesis class that one wishes to learn is H = fhv : v 2 Xdg, where, | | |
|  | for a string x 2 Xd, hv(x) is 1 i v is a substring of x (and hv(x) = 1 otherwise). | | |
|  | Let us show how using an appropriate embedding this class can be realized by | | |
|  | linear classi ers over the resulting feature space. Consider a mapping | | to a space |
|  | Rs where s = jXdj, so that each coordinate of | (x) corresponds to some string v | |
|  | and indicates whether v is a substring of x (that is, for every x 2 Xd, | | (x) is a |

vector in f0; 1gjXdj). Note that the dimension of this feature space is exponential in d. It is not hard to see that every member of the class H can be realized by composing a linear classi er over (x), and, moreover, by such a halfspace whose norm is 1 and that attains a margin of 1 (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page225)). Furthermore, for every x 2 X , k (x)k = O(d). So, overall, it is learnable using SVM with a sample
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complexity that is polynomial in d. However, the dimension of the feature space is exponential in d so a direct implementation of SVM over the feature space is problematic. Luckily, it is easy to calculate the inner product in the feature space

(i.e., the kernel function) without explicitly mapping instances into the feature

space. Indeed, K(x; x0) is simply the number of common substrings of x and x0, which can be easily calculated in time polynomial in d.

This example also demonstrates how feature mapping enables us to use halfspaces for nonvectorial domains.

16.2.2 Characterizing Kernel Functions\*

As we have discussed in the previous section, we can think of the speci cation of the kernel matrix as a way to express prior knowledge. Consider a given similarity function of the form K : X X ! R. Is it a valid kernel function? That is, does it represent an inner product between (x) and (x0) for some feature mapping

? The following lemma gives a su cient and necessary condition.

lemma 16.2 A symmetric function K : X X ! R implements an inner product in some Hilbert space if and only if it is positive semide nite; namely, for all x1; : : : ; xm, the Gram matrix, Gi;j = K(xi; xj), is a positive semide nite matrix.

Proof It is trivial to see that if K implements an inner product in some Hilbert space then the Gram matrix is positive semide nite. For the other direction, de ne the space of functions over X as RX = ff : X ! Rg. For each x 2 X let (x) be the function x 7!K( ; x). De ne a vector space by taking all linear combinations of elements of the form K( ; x). De ne an inner product on this vector space to be

\* +

X X

iK( ; xi); jK( ; x0j)

1. j

X

1. i jK(xi; x0j):

i;j

This is a valid inner product since it is symmetric (because K is symmetric), it is linear (immediate), and it is positive de nite (it is easy to see that K(x; x) 0 with equality only for (x) being the zero function). Clearly,

1. (x); (x0)i = hK( ; x); K( ; x0)i = K(x; x0);

which concludes our proof.

16.3 Implementing Soft-SVM with Kernels

Next, we turn to solving Soft-SVM with kernels. While we could have designed an algorithm for solving Equation ([16.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page219)), there is an even simpler approach that

|  |  |
| --- | --- |
| 16.3 Implementing Soft-SVM with Kernels | 223 |
|  |  |

directly tackles the Soft-SVM optimization problem in the feature space,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w 2 kwk | | |  | + m | | | maxf0; 1 yhw; (xi)ig! | ; |  |
|  |  | |  | 1 | |  | m |  |  |
| min |  |  | 2 |  |  |  | Xi |  | (16.5) |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  | =1 |  |
|  |  |  |  |  |  |  |  |  |

while only using kernel evaluations. The basic observation is that the vector w(t) maintained by the SGD procedure we have described in Section [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212) is always in the linear span of f (x1); : : : ; (xm)g. Therefore, rather than maintaining w(t) we can maintain the corresponding coe cients .

Formally, let K be the kernel function, namely, for all x; x0, K(x; x0) =

1. (x); (x0)i. We shall maintain two vectors in Rm, corresponding to two vectors (t) and w(t) de ned in the SGD procedure of Section [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212). That is, (t) will be

a vector such that

|  |  |  |
| --- | --- | --- |
|  | m |  |
| (t) = | j(t) (xj) | (16.6) |
|  | Xj |  |
|  | =1 |  |
| and (t) be such that |  |  |
|  | m |  |
| w(t) = | j(t) (xj): | (16.7) |
|  | Xj |  |
|  | =1 |  |

The vectors and are updated according to the following procedure.

SGD for Solving Soft-SVM with Kernels

Goal: Solve Equation ([16.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page223))

parameter: T

Initialize: (1) = 0

for t = 1; : : : ; T

Let (t) = 1t (t)

Choose i uniformly at random from [m]

For all j 6= i set j(t+1) = j(t)

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| If (yi | m (t)K(xj; xi) < 1) | | | |  |  |  |  |
| Set | Pi | i |  | i |  |  |  |  |
|  | j=1 | j |  |  |  |  |  |  |
|  | (t+1) = (t) + y | | |  |  |  |  |  |
| Else |  |  |  |  |  |  |  |  |
| Set (t+1) | | = (t) |  |  |  |  |  |  |
|  | i | i |  |  |  |  |  |  |
|  |  | m |  |  | 1 |  | T |  |
| Output: w = Pj=1 | | | j | (xj) where = | P |  | (t) |
| T | t=1 |

The following lemma shows that the preceding implementation is equivalent to running the SGD procedure described in Section [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212) on the feature space.

lemma 16.3 Let w^ be the output of the SGD procedure described in Sec-

Pm

tion [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212), when applied on the feature space, and let w = j=1 j (xj) be the output of applying SGD with kernels. Then w = w^.

Proof We will show that for every t Equation ([16.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page223)) holds, where (t) is the result of running the SGD procedure described in Section [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212) in the feature
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space. By the de nition of (t) = 1t (t) and w(t) = 1t (t), this claim implies that Equation ([16.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page223)) also holds, and the proof of our lemma will follow. To prove that Equation ([16.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page223)) holds we use a simple inductive argument. For t = 1 the claim trivially holds. Assume it holds for t 1. Then,

\* +

m

1. E

|  |  |  |  |
| --- | --- | --- | --- |
| yi | w(t); (xi) = yi | j(t) (xj); (xi) = yi | j(t)K(xj; xi): |
|  | Xj |  | Xj |
|  |  |  | =1 |

Hence, the condition in the two algorithms is equivalent and if we update we have

|  |  |  |  |
| --- | --- | --- | --- |
|  | m |  | m |
| (t+1) = (t) + yi | (xi) =(t) | (xj) + yi (xi) = | (t+1) (xj); |
|  | X |  | Xj |
|  | j |  | j |
|  | j=1 |  | =1 |

which concludes our proof.

16.4 Summary

Mappings from the given domain to some higher dimensional space, on which a halfspace predictor is used, can be highly powerful. We bene t from a rich and complex hypothesis class, yet need to solve the problems of high sample and computational complexities. In Chapter [10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page130), we discussed the AdaBoost algo-rithm, which faces these challenges by using a weak learner: Even though we're in a very high dimensional space, we have an \oracle" that bestows on us a single good coordinate to work with on each iteration. In this chapter we intro-duced a di erent approach, the kernel trick. The idea is that in order to nd a halfspace predictor in the high dimensional space, we do not need to know the representation of instances in that space, but rather the values of inner products between the mapped instances. Calculating inner products between instances in the high dimensional space without using their representation in that space is done using kernel functions. We have also shown how the SGD algorithm can be implemented using kernels.

The ideas of feature mapping and the kernel trick allow us to use the framework of halfspaces and linear predictors for nonvectorial data. We demonstrated how kernels can be used to learn predictors over the domain of strings.

We presented the applicability of the kernel trick in SVM. However, the kernel trick can be applied in many other algorithms. A few examples are given as exercises.

This chapter ends the series of chapters on linear predictors and convex prob-lems. The next two chapters deal with completely di erent types of hypothesis classes.

|  |  |
| --- | --- |
| 16.5 Bibliographic Remarks | 225 |
|  |  |

16.5 Bibliographic Remarks

In the context of SVM, the kernel-trick has been introduced in Boser et al. (1992). See also Aizerman, Braverman & Rozonoer (1964). The observation that the kernel-trick can be applied whenever an algorithm only relies on inner products was rst stated by Sch•olkopf, Smola & M•uller (1998). The proof of the representer theorem is given in (Sch•olkopf, Herbrich, Smola & Williamson 2000, Sch•olkopf, Herbrich & Smola 2001). The conditions stated in Lemma [16.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page222) are simpli cation of conditions due to Mercer. Many useful kernel functions have been introduced in the literature for various applications. We refer the reader to Sch•olkopf & Smola (2002).

16.6 Exercises

1. Consider the task of nding a sequence of characters in a le, as described in Section [16.2.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page221). Show that every member of the class H can be realized by

composing a linear classi er over (x), whose norm is 1 and that attains a margin of 1.

1. Kernelized Perceptron: Show how to run the Perceptron algorithm while

only accessing the instances via the kernel function. Hint: The derivation is similar to the derivation of implementing SGD with kernels.

1. Kernel Ridge Regression: The ridge regression problem, with a feature

mapping , is the problem of nding a vector w that minimizes the function

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | | m |  |  |
|  |  | Xi |  |  |
| f(w) = kwk2 + 2m | | (16.8) | |
| (hw; (xi)i yi)2; |
|  |  | =1 |  |  |
| and then returning the predictor | |  |  |  |
| h(x) = hw; xi: | | |  |  |
| Show how to implement the ridge regression algorithm with kernels. | | |  |  |
| representer theorem tells us that there exists a vector | | | 2 R | m |
| Hint: The m | |  |  |
| such that Pi=1 i (xi) is a minimizer of Equation ([16.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page225)). | | |  |  |

1. Let G be the Gram matrix with regard to S and K. That is, Gij = K(xi; xj). De ne g : Rm ! R by

|  |  |  |  |
| --- | --- | --- | --- |
| 1 | | m |  |
|  |  | Xi |  |
| g( ) =T G + 2m | | (16.9) |
| (h ; G ;ii yi)2; |
|  |  | =1 |  |

where G ;i is the i'th column of G. Show that if minimizes Equa-tion ([16.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page225)) then w = Pm i (xi) is a minimizer of f.

i=1

2. Find a closed form expression for .

1. Let N be any positive integer. For every x; x0 2 f1; : : : ; Ng de ne

K(x; x0) = minfx; x0g:

1. Kernel Methods

Prove that K is a valid kernel; namely, nd a mapping : f1; : : : ; Ng ! H where H is some Hilbert space, such that

8x; x0 2 f1; : : : ; Ng; K(x; x0) = h (x); (x0)i:

1. A supermarket manager would like to learn which of his customers have babies

on the basis of their shopping carts. Speci cally, he sampled i.i.d. customers, where for customer i, let xi f1; : : : ; dg denote the subset of items the customer bought, and let yi 2 f 1g be the label indicating whether this customer has a baby. As prior knowledge, the manager knows that there are k items such that the label is determined to be 1 i the customer bought at least one of these k items. Of course, the identity of these k items is not known (otherwise, there was nothing to learn). In addition, according to the store regulation, each customer can buy at most s items. Help the manager to

design a learning algorithm such that both its time complexity and its sample complexity are polynomial in s; k, and 1= .

6. Let X be an instance set and let be a feature mapping of X into some Hilbert feature space V . Let K : X X ! R be a kernel function that implements inner products in the feature space V .

Consider the binary classi cation algorithm that predicts the label of an unseen instance according to the class with the closest average. Formally, given a training sequence S = (x1; y1); : : : ; (xm; ym), for every y 2 f 1g we de ne

1 X

cy = my i:yi=y (xi):

where my = jfi : yi = ygj. We assume that m+ and m are nonzero. Then, the algorithm outputs the following decision rule:

(

h(x) =

1 k (x) c+k k (x) c k

* 1. otherwise:

1. Let w = c+ c and let b = 12 (kc k2 kc+k2). Show that

h(x) = sign(hw; (x)i + b):

2. Show how to express h(x) on the basis of the kernel function, and without accessing individual entries of (x) or w.

1. Multiclass, Ranking, and Complex Prediction Problems

Multiclass categorization is the problem of classifying instances into one of several possible target classes. That is, we are aiming at learning a predictor h : X ! Y, where Y is a nite set of categories. Applications include, for example, catego-rizing documents according to topic (X is the set of documents and Y is the set of possible topics) or determining which object appears in a given image (X is the set of images and Y is the set of possible objects).

The centrality of the multiclass learning problem has spurred the development of various approaches for tackling the task. Perhaps the most straightforward approach is a reduction from multiclass classi cation to binary classi cation. In Section [17.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page227) we discuss the most common two reductions as well as the main drawback of the reduction approach.

We then turn to describe a family of linear predictors for multiclass problems. Relying on the RLM and SGD frameworks from previous chapters, we describe several practical algorithms for multiclass prediction.

In Section [17.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page236) we show how to use the multiclass machinery for complex pre-diction problems in which Y can be extremely large but has some structure on it. This task is often called structured output learning. In particular, we demon-strate this approach for the task of recognizing handwritten words, in which Y is the set of all possible strings of some bounded length (hence, the size of Y is exponential in the maximal length of a word).

Finally, in Section [17.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page238) and Section [17.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page243) we discuss ranking problems in which the learner should order a set of instances according to their \relevance." A typ-ical application is ordering results of a search engine according to their relevance to the query. We describe several performance measures that are adequate for assessing the performance of ranking predictors and describe how to learn linear predictors for ranking problems e ciently.

17.1 One-versus-All and All-Pairs

The simplest approach to tackle multiclass prediction problems is by reduction to binary classi cation. Recall that in multiclass prediction we would like to learn

1. function h : X ! Y. Without loss of generality let us denote Y = f1; : : : ; kg. In the One-versus-All method (a.k.a. One-versus-Rest) we train k binary clas-
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si ers, each of which discriminates between one class and the rest of the classes. That is, given a training set S = (x1; y1); : : : ; (xm; ym), where every yi is in Y, we construct k binary training sets, S1; : : : ; Sk, where Si = (x1; ( 1)1[y16=i] ); : : : ; (xm; ( 1)1[ym6=i] ). In words, Si is the set of instances labeled 1 if their label in S was i, and 1 otherwise. For every i 2 [k] we train a binary predictor hi : X ! f 1g based on

Si, hoping that hi(x) should equal 1 if and only if x belongs to class i. Then, given h1; : : : ; hk, we construct a multiclass predictor using the rule

|  |  |
| --- | --- |
| h(x) 2 argmax hi(x): | (17.1) |
| i2[k] |  |

When more than one binary hypothesis predicts \1" we should somehow decide which class to predict (e.g., we can arbitrarily decide to break ties by taking the minimal index in argmaxi hi(x)). A better approach can be applied whenever each hi hides additional information, which can be interpreted as the con dence in the prediction y = i. For example, this is the case in halfspaces, where the actual prediction is sign(hw; xi), but we can interpret hw; xi as the con dence in the prediction. In such cases, we can apply the multiclass rule given in Equa-tion ([17.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page228)) on the real valued predictions. A pseudocode of the One-versus-All approach is given in the following.

One-versus-All

input:

training set S = (x1; y1); : : : ; (xm; ym)

algorithm for binary classi cation A

foreach i 2 Y

let Si = (x1; ( 1)1[y16=i] ); : : : ; (xm; ( 1)1[ym6=i] )

let hi = A(Si)

output:

the multiclass hypothesis de ned by h(x) 2 argmaxi2Y hi(x)

Another popular reduction is the All-Pairs approach, in which all pairs of

classes are compared to each other. Formally, given a training set S = (x1; y1); : : : ; (xm; ym), where every yi is in [k], for every 1 i < j k we construct a binary training sequence, Si;j, containing all examples from S whose label is either i or j. For

each such an example, we set the binary label in Si;j to be +1 if the multiclass label in S is i and 1 if the multiclass label in S is j. Next, we train a binary classi cation algorithm based on every Si;j to get hi;j. Finally, we construct a multiclass classi er by predicting the class that had the highest number of \wins." A pseudocode of the All-Pairs approach is given in the following.

|  |  |
| --- | --- |
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All-Pairs

input:

training set S = (x1; y1); : : : ; (xm; ym)

algorithm for binary classi cation A

foreach i; j 2 Y s.t. i < j

initialize Si;j to be the empty sequence

for t = 1; : : : ; m

If yt = i add (xt; 1) to Si;j

If yt = j add (xt; 1) to Si;j

let hi;j = A(Si;j)

output:

the multiclass hypothesis de ned by

|  |  |  |
| --- | --- | --- |
| h(x) 2 argmaxi2Y |  | j2Y sign(j i) hi;j(x) |
|  |  | P |

Although reduction methods such as the One-versus-All and All-Pairs are simple and easy to construct from existing algorithms, their simplicity has a price. The binary learner is not aware of the fact that we are going to use its output hypotheses for constructing a multiclass predictor, and this might lead to suboptimal results, as illustrated in the following example.

Example 17.1 Consider a multiclass categorization problem in which the in-stance space is X = R2 and the label set is Y = f1; 2; 3g. Suppose that instances of the di erent classes are located in nonintersecting balls as depicted in the fol-lowing.
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1 2 3

Suppose that the probability masses of classes 1; 2; 3 are 40%; 20%; and 40%, respectively. Consider the application of One-versus-All to this problem, and as-sume that the binary classi cation algorithm used by One-versus-All is ERM with respect to the hypothesis class of halfspaces. Observe that for the prob-lem of discriminating between class 2 and the rest of the classes, the optimal halfspace would be the all negative classi er. Therefore, the multiclass predic-tor constructed by One-versus-All might err on all the examples from class 2 (this will be the case if the tie in the de nition of h(x) is broken by the nu-merical value of the class label). In contrast, if we choose hi(x) = hwi; xi,

where w = 1 ; 1 , w = (0; 1), and w = 1 ; 1 , then the classi-

1 ~~p~~2 ~~p~~2 2 3 ~~p~~~~2~~~~p~~~~2~~

er de ned by h(x) = argmaxi hi(x) perfectly predicts all the examples. We see
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that even though the approximation error of the class of predictors of the form h(x) = argmaxihwi; xi is zero, the One-versus-All approach might fail to nd a good predictor from this class.

17.2 Linear Multiclass Predictors

In light of the inadequacy of reduction methods, in this section we study a more direct approach for learning multiclass predictors. We describe the family of linear multiclass predictors. To motivate the construction of this family, recall that a linear predictor for binary classi cation (i.e., a halfspace) takes the form

h(x) = sign(hw; xi):

An equivalent way to express the prediction is as follows:

h(x) = argmax hw; yxi;

y2f 1g

where yx is the vector obtained by multiplying each element of x by y.

This representation leads to a natural generalization of halfspaces to multiclass problems as follows. Let : X Y ! Rd be a class-sensitive feature mapping. That is, takes as input a pair (x; y) and maps it into a d dimensional feature vector. Intuitively, we can think of the elements of (x; y) as score functions that assess how well the label y ts the instance x. We will elaborate on later on. Given and a vector w 2 Rd, we can de ne a multiclass predictor, h : X ! Y, as follows:

h(x) = argmax hw; (x; y)i:

y2Y

That is, the prediction of h for the input x is the label that achieves the highest weighted score, where weighting is according to the vector w.

Let W be some set of vectors in Rd, for example, W = fw 2 Rd : kwk Bg, for some scalar B > 0. Each pair ( ; W ) de nes a hypothesis class of multiclass predictors:

H ;W = fx 7!argmax hw; (x; y)i : w 2 W g:

y2Y

Of course, the immediate question, which we discuss in the sequel, is how to construct a good . Note that if Y = f 1g and we set (x; y) = yx and

1. = Rd, then H ;W becomes the hypothesis class of homogeneous halfspace predictors for binary classi cation.

17.2.1 How to Construct

As mentioned before, we can think of the elements of (x; y) as score functions that assess how well the label y ts the instance x. Naturally, designing a good is similar to the problem of designing a good feature mapping (as we discussed in

|  |  |
| --- | --- |
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|  |  |

Chapter [16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page215) and as we will discuss in more detail in Chapter [25](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page357)). Two examples of useful constructions are given in the following.

The Multivector Construction:

Let Y = f1; : : : ; kg and let X = Rn. We de ne : X Y ! Rd, where d = nk, as follows

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| (x; y) = [ 0; : : : ; 0 | | | | | | ; x1; : : : ; xn ; | | | | | | 0; : : : ; 0 | | | | | | ]: | (17.2) |
| | |  | | {z |  | } | | |  | {z | |  | } | | |  | | {z |  | } |  |  |
| 2R | | (y 1)n | | | | 2 | | | Rn | | | 2R | | (k y)n | | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

That is, (x; y) is composed of k vectors, each of which is of dimension n, where we set all the vectors to be the all zeros vector except the y'th vector, which is set to be x. It follows that we can think of w 2 Rnk as being composed of k weight vectors in Rn, that is, w = [w1; : : : ; wk], hence the name multivec-tor construction. By the construction we have that hw; (x; y)i = hwy; xi, and therefore the multiclass prediction becomes

h(x) = argmax hwy; xi:

y2Y

A geometric illustration of the multiclass prediction over X = R2 is given in the following.

w2
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TF-IDF:

The previous de nition of (x; y) does not incorporate any prior knowledge about the problem. We next describe an example of a feature function that does incorporate prior knowledge. Let X be a set of text documents and Y be a set of possible topics. Let d be a size of a dictionary of words. For each word in the dictionary, whose corresponding index is j, let T F (j; x) be the number of times the word corresponding to j appears in the document x. This quantity is called Term-Frequency. Additionally, let DF (j; y) be the number of times the word corresponding to j appears in documents in our training set that are not about topic y. This quantity is called Document-Frequency and measures whether word j is frequent in other topics. Now, de ne : X Y ! Rd to be such that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| j(x; y) = T F (j; x) log | DF (j;y) | | | ; |
|  |  | m |  |  |

where m is the total number of documents in our training set. The preced-ing quantity is called term-frequency-inverse-document-frequency or TF-IDF for
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short. Intuitively, j(x; y) should be large if the word corresponding to j ap-pears a lot in the document x but does not appear at all in documents that are not on topic y. If this is the case, we tend to believe that the document x is on topic y. Note that unlike the multivector construction described previously, in the current construction the dimension of does not depend on the number of topics (i.e., the size of Y).

17.2.2 Cost-Sensitive Classi cation

So far we used the zero-one loss as our performance measure of the quality of h(x). That is, the loss of a hypothesis h on an example (x; y) is 1 if h(x) 6= y and 0 otherwise. In some situations it makes more sense to penalize di erent levels of loss for di erent mistakes. For example, in object recognition tasks, it is less severe to predict that an image of a tiger contains a cat than predicting that the image contains a whale. This can be modeled by specifying a loss function,

: Y Y ! R+, where for every pair of labels, y0; y, the loss of predicting the label y0 when the correct label is y is de ned to be (y0; y). We assume

that (y; y) = 0. Note that the zero-one loss can be easily modeled by setting (y0; y) = 1[y06=y].

17.2.3 ERM

We have de ned the hypothesis class H ;W and speci ed a loss function . To learn the class with respect to the loss function, we can apply the ERM rule with respect to this class. That is, we search for a multiclass hypothesis h 2 H ;W , parameterized by a vector w, that minimizes the empirical risk with respect to ,

|  |  |  |  |
| --- | --- | --- | --- |
| 1 | |  | m |
|  |  |  | Xi |
| LS(h) = m | | |
| (h(xi); yi): |
|  |  |  | =1 |

We now show that when W = Rd and we are in the realizable case, then it is possible to solve the ERM problem e ciently using linear programming. Indeed, in the realizable case, we need to nd a vector w 2 Rd that satis es

8i 2 [m]; yi = argmaxhw; (xi; y)i:

y2Y

Equivalently, we need that w will satisfy the following set of linear inequalities

8i 2 [m]; 8y 2 Y n fyig; hw; (xi; yi)i > hw; (xi; y)i:

Finding w that satis es the preceding set of linear equations amounts to solving a linear program.

As in the case of binary classi cation, it is also possible to use a generalization of the Perceptron algorithm for solving the ERM problem. See Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page248).

In the nonrealizable case, solving the ERM problem is in general computa-tionally hard. We tackle this di culty using the method of convex surrogate

|  |  |
| --- | --- |
| 17.2 Linear Multiclass Predictors | 233 |
|  |  |

loss functions (see Section [12.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page167)). In particular, we generalize the hinge loss to multiclass problems.

17.2.4 Generalized Hinge Loss

Recall that in binary classi cation, the hinge loss is de ned to be maxf0; 1 yhw; xig. We now generalize the hinge loss to multiclass predictors of the form

hw(x) = argmax hw; (x; y0)i:

y02Y

Recall that a surrogate convex loss should upper bound the original nonconvex loss, which in our case is (hw(x); y). To derive an upper bound on (hw(x); y) we rst note that the de nition of hw(x) implies that

hw; (x; y)i hw; (x; hw(x))i:

Therefore,

(hw(x); y) (hw(x); y) + hw; (x; hw(x)) (x; y)i:

Since hw(x) 2 Y we can upper bound the right-hand side of the preceding by

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| max ( (y0; y) + | h | w; (x; y0) |  | (x; y) | def | (17.3) |
| ) = `(w; (x; y)): |
| y02Y |  | i |  |  |

We use the term \generalized hinge loss" to denote the preceding expression. As we have shown, `(w; (x; y)) (hw(x); y). Furthermore, equality holds when-ever the score of the correct label is larger than the score of any other label, y0, by at least (y0; y), namely,

8y0 2 Y n fyg; hw; (x; y)i hw; (x; y0)i + (y0; y):

It is also immediate to see that `(w; (x; y)) is a convex function with respect to w since it is a maximum over linear functions of w (see Claim [12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page160) in Chapter [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156)), and that `(w; (x; y)) is -Lipschitz with = maxy02Y k (x; y0) (x; y)k.

Remark 17.2 We use the name \generalized hinge loss" since in the binary case, when Y = f 1g, if we set (x; y) = y2x , then the generalized hinge loss becomes the vanilla hinge loss for binary classi cation,

`(w; (x; y)) = maxf0; 1 yhw; xig:

Geometric Intuition:

The feature function : X Y ! Rd maps each x into jYj vectors in Rd. The value of `(w; (x; y)) will be zero if there exists a direction w such that when projecting the jYj vectors onto this direction we obtain that each vector is represented by the scalar hw; (x; y)i, and we can rank the di erent points on the basis of these scalars so that

The point corresponding to the correct y is top-ranked
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For each y0 6= y, the di erence between hw; (x; y)i and hw; (x; y0)i is larger than the loss of predicting y0 instead of y. The di erence hw; (x; y)i hw; (x; y0)i is also referred to as the \margin" (see Section [15.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202)).

This is illustrated in the following gure:
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17.2.5 Multiclass SVM and SGD

Once we have de ned the generalized hinge loss, we obtain a convex-Lipschitz learning problem and we can apply our general techniques for solving such prob-lems. In particular, the RLM technique we have studied in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171) yields the multiclass SVM rule:

Multiclass SVM

input: (x1; y1); : : : ; (xm; ym)

parameters:

regularization parameter > 0

loss function : Y Y ! R+

class-sensitive feature mapping : X Y ! Rd

solve:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| w Rd | kwk + m | | | =1 y02Y | 0; yi) + hw; (xi; y0) (xi; yi)i)! |
| 2 |  | 1 |  | m |  |
| 2 |  |  | Xi |  |
| min |  |  | max ( (y |  |
|  |  |  |  |
| output the predictor hw(x) = argmaxy2Yhw; (x; y)i | | | | | |

We can solve the optimization problem associated with multiclass SVM us-ing generic convex optimization algorithms (or using the method described in Section [15.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page212)). Let us analyze the risk of the resulting hypothesis. The analysis seamlessly follows from our general analysis for convex-Lipschitz problems given in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171). In particular, applying Corollary [13.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page179) and using the fact that the generalized hinge loss upper bounds the loss, we immediately obtain an analog of Corollary [15.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page208):

corollary 17.1 Let D be a distribution over X Y, let : X Y ! Rd, and assume that for all x 2 X and y 2 Y we have k (x; y)k =2. Let B > 0.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 17.2 Linear Multiclass Predictors | | | | | | | | 235 | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Consider running Multiclass SVM with = | | |  |  | 2 2 |  | on a training set S D | | | | | | m |
|  |  | B2m | |  |
|  |  |  | Then, | | | |  |  |  |  |  |  |  |
| and let hw be the output of Multiclass SVM. q | | | | | | |  | r |  |  |  |  |  |
| S Dm D | S Dm D | u:kuk B D | | | | | |  | m | | |  |
| E [L (hw)] | E [Lg hinge(w)] |  |  |  |  |  | Lg hinge |  | | 8 2B2 | | |  |
|  | min | | | | (u) + |  |  | ; | |  |
|  |  |  |

where LD(h) = E(x;y) D[ (h(x); y)] and LgD hinge(w) = E(x;y) D[`(w; (x; y))] with ` being the generalized hinge-loss as de ned in Equation ([17.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page233)).

We can also apply the SGD learning framework for minimizing LgD hinge(w) as described in Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184). Recall Claim [14.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189), which dealt with subgradients of max functions. In light of this claim, in order to nd a subgradient of the generalized hinge loss all we need to do is to nd y 2 Y that achieves the maximum in the de nition of the generalized hinge loss. This yields the following algorithm:

SGD for Multiclass Learning

parameters:

Scalar > 0, integer T > 0

loss function : Y Y ! R+

class-sensitive feature mapping : X Y ! Rd

initialize: w(1) = 0 2 Rd

for t = 1; 2; : : : ; T

sample (x; y) D

nd y^ 2 argmaxy02Y (y0; y) + hw(t); (x; y0) (x; y)i

set vt = (x; y^) (x; y)

update w(t+1) = w(t) vt

output w = 1 PT w(t)

T t=1

Our general analysis of SGD given in Corollary [14.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page197) immediately implies:

corollary 17.2 Let D be a distribution over X Y, let : X Y ! Rd, and assume that for all x 2 X and y 2 Y we have k (x; y)k =2. Let B > 0. Then, for every > 0, if we run SGD for multiclass learning with a number of iterations (i.e., number of examples)

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  | T |  | B2 2 | |  |  |  |  |  |  |  |
| and with = q | | | |  |  |  |  |  |  |  |  |  | 2 | |  |  |  |  |  |  |
|  | B2 | , then the output of SGD satis es | | | | | | | | | | | | |  |  |  |
|  | 2 T |  |  |  |
| S | E |  | (hw)] | | | | |  | S | E | g hinge | | |  | |  | min | | B | g hinge | (u) + : |
| m[LD | m[LD |  |  | (w)] | | u: u | k | LD |
|  | D |  |  |  |  |  |  |  |  | D |  |  |  |  |  |  | k |  |  |  |

Remark 17.3 It is interesting to note that the risk bounds given in Corol-lary [17.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page234) and Corollary [17.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page235) do not depend explicitly on the size of the label set Y, a fact we will rely on in the next section. However, the bounds may de-pend implicitly on the size of Y via the norm of (x; y) and the fact that the

bounds are meaningful only when there exists some vector u, kuk B, for which LgD hinge(u) is not excessively large.

1. Multiclass, Ranking, and Complex Prediction Problems

17.3 Structured Output Prediction

Structured output prediction problems are multiclass problems in which Y is very large but is endowed with a prede ned structure. The structure plays a key role in constructing e cient algorithms. To motivate structured learning problems, consider the problem of optical character recognition (OCR). Suppose we receive an image of some handwritten word and would like to predict which word is written in the image. To simplify the setting, suppose we know how to segment the image into a sequence of images, each of which contains a patch of the image corresponding to a single letter. Therefore, X is the set of sequences of images and Y is the set of sequences of letters. Note that the size of Y grows exponentially with the maximal length of a word. An example of an image x corresponding to the label y = \workable" is given in the following.

![](data:image/jpeg;base64,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)

To tackle structure prediction we can rely on the family of linear predictors described in the previous section. In particular, we need to de ne a reasonable loss function for the problem, , as well as a good class-sensitive feature mapping, . By \good" we mean a feature mapping that will lead to a low approximation error for the class of linear predictors with respect to and . Once we do this, we can rely, for example, on the SGD learning algorithm de ned in the previous section.

However, the huge size of Y poses several challenges:

1. To apply the multiclass prediction we need to solve a maximization problem over Y. How can we predict e ciently when Y is so large?
2. How do we train w e ciently? In particular, to apply the SGD rule we again need to solve a maximization problem over Y.
3. How can we avoid over tting?

In the previous section we have already shown that the sample complexity of learning a linear multiclass predictor does not depend explicitly on the number of classes. We just need to make sure that the norm of the range of is not too large. This will take care of the over tting problem. To tackle the computational challenges we rely on the structure of the problem, and de ne the functions and

so that calculating the maximization problems in the de nition of hw and in the SGD algorithm can be performed e ciently. In the following we demonstrate one way to achieve these goals for the OCR task mentioned previously.

To simplify the presentation, let us assume that all the words in Y are of length r and that the number of di erent letters in our alphabet is q. Let y and y0 be two

|  |  |
| --- | --- |
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words (i.e., sequences of letters) in Y. We de ne the function (y0; y) to be the

average number of letters that are di erent in y0 and y, namely, 1 Pr 1[y 6=y0].

r i=1 i i

Next, let us de ne a class-sensitive feature mapping (x; y). It will be conve-nient to think about x as a matrix of size n r, where n is the number of pixels in each image, and r is the number of images in the sequence. The j'th column of x corresponds to the j'th image in the sequence (encoded as a vector of gray level values of pixels). The dimension of the range of is set to be d = n q + q2.

The rst nq feature functions are \type 1" features and take the form:

r

1 X

i;j;1(x; y) = r t=1 xi;t 1[yt=j]:

That is, we sum the value of the i'th pixel only over the images for which y assigns the letter j. The triple index (i; j; 1) indicates that we are dealing with feature (i; j) of type 1. Intuitively, such features can capture pixels in the image whose gray level values are indicative of a certain letter. The second type of features take the form

r

1 X

i;j;2(x; y) = r t=2 1[yt=i] 1[yt 1=j]:

That is, we sum the number of times the letter i follows the letter j. Intuitively, these features can capture rules like \It is likely to see the pair `qu' in a word" or \It is unlikely to see the pair `rz' in a word." Of course, some of these features will not be very useful, so the goal of the learning process is to assign weights to features by learning the vector w, so that the weighted score will give us a good prediction via

hw(x) = argmax hw; (x; y)i:

y2Y

It is left to show how to solve the optimization problem in the de nition of hw(x) e ciently, as well as how to solve the optimization problem in the de nition of y^ in the SGD algorithm. We can do this by applying a dynamic programming procedure. We describe the procedure for solving the maximization in the de nition of hw and leave as an exercise the maximization problem in the de nition of y^ in the SGD algorithm.

To derive the dynamic programming procedure, let us rst observe that we can write

r

X

(x; y) = (x; yt; yt 1);

t=1

for an appropriate : X [q] [q] [ f0g ! Rd, and for simplicity we assume that y0 is always equal to 0. Indeed, each feature function i;j;1 can be written in terms of

i;j;1(x; yt; yt 1) = xi;t 1[yt=j];

1. Multiclass, Ranking, and Complex Prediction Problems

while the feature function i;j;2 can be written in terms of

i;j;2(x; yt; yt 1) = 1[yt=i] 1[yt 1=j]:

Therefore, the prediction can be written as

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 2Y | r |  |  |  |  |  |  |
|  |  | Xt | w; (x; y | ; y |  | ) | : | (17.4) |
| hw(x) = | argmax | | h | t 1 |
| y |  | t |  | i |  |  |
|  |  |  | =1 |  |  |  |  |  |  |

In the following we derive a dynamic programming procedure that solves every problem of the form given in Equation ([17.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page238)). The procedure will maintain a matrix M 2 Rq;r such that

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  | max | Xt |
| Ms; = | hw; (x; yt; yt 1)i: |
| (y1;:::;y ):y =s |
|  |  | =1 |

Clearly, the maximum of hw; (x; y)i equals maxs Ms;r. Furthermore, we can calculate M in a recursive manner:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| M |  | = max (M | s0; 1 | + | h | w; (x; s; s0) ) : | (17.5) |
|  | s; | s0 |  | i |  |

This yields the following procedure:

Dynamic Programming for Calculating hw(x) as Given

in Equation ([17.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page238))

input: a matrix x 2 Rn;r and a vector w

initialize:

foreach s 2 [q]

Ms;1 = hw; (x; s; 1)i

for = 2; : : : ; r

foreach s 2 [q]

set Ms; as in Equation ([17.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page238))

set Is; to be the s0 that maximizes Equation ([17.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page238))

set yt = argmaxs Ms;r

for = r; r 1; : : : ; 2

set y 1 = Iy ;

output: y = (y1; : : : ; yr)

17.4 Ranking

Ranking is the problem of ordering a set of instances according to their \rele-vance." A typical application is ordering results of a search engine according to their relevance to the query. Another example is a system that monitors elec-tronic transactions and should alert for possible fraudulent transactions. Such a system should order transactions according to how suspicious they are.

Formally, let X = S1n=1 X n be the set of all sequences of instances from

|  |  |
| --- | --- |
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1. of arbitrary length. A ranking hypothesis, h, is a function that receives a sequence of instances x = (x1; : : : ; xr) 2 X , and returns a permutation of [r]. It is more convenient to let the output of h be a vector y 2 Rr, where by sorting the elements of y we obtain the permutation over [r]. We denote by (y) the permutation over [r] induced by y. For example, for r = 5, the vector

y = (2; 1; 6; 1; 0:5) induces the permutation (y) = (4; 3; 5; 1; 2). That is,

if we sort y in an ascending order, then we obtain the vector ( 1; 0:5; 1; 2; 6).

Now, (y)i is the position of yi in the sorted vector ( 1; 0:5; 1; 2; 6). This notation re ects that the top-ranked instances are those that achieve the highest values in (y).

In the notation of our PAC learning model, the examples domain is Z = S1 (X r Rr), and the hypothesis class, H, is some set of ranking hypotheses. r=1

to de ne such loss functions, and here we list a few examples. In all the examples we de ne `(h; (x; y)) = (h(x); y), for some function : S1r=1(Rr Rr) ! R+.

0{1 Ranking loss: (y0; y) is zero if y and y0 induce exactly the same

ranking and (y0; y) = 1 otherwise. That is, (y0; y) = 1[ (y0)6= (y)]. Such a loss function is almost never used in practice as it does not distinguish between the case in which (y0) is almost equal to (y) and the case in which (y0) is completely di erent from (y).

Kendall-Tau Loss: We count the number of pairs (i; j) that are in di erent order in the two permutations. This can be written as

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 2 | r 1 | r |  |  |  |  |
| (y0 |  |  | Xi | X |  |  |  |  |
| ; y) = |  |  | 1[sign(y0 |  | y0 )=sign(yi |  | yj)]: |
|  |  |
|  | r(r 1) | |  | i | j 6 |  |

=1 j=i+1

This loss function is more useful than the 0{1 loss as it re ects the level of similarity between the two rankings.

Normalized Discounted Cumulative Gain (NDCG): This measure em-phasizes the correctness at the top of the list by using a monotonically nondecreasing discount function D : N ! R+. We rst de ne a discounted cumulative gain measure:

r

X

G(y0; y) = D( (y0)i) yi:

i=1

In words, if we interpret yi as a score of the \true relevance" of item i, then we take a weighted sum of the relevance of the elements, while the weight of yi is determined on the basis of the position of i in (y0). Assuming that all elements of y are nonnegative, it is easy to verify that 0 G(y0; y) G(y; y). We can therefore de ne a normalized discounted cumulative gain by the ratio G(y0; y)=G(y; y), and the corresponding loss function would be

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| G(y0; y) | | | 1 | r |  |
| Xi |  |
|  |  |  |  |  |
| (y0; y) = 1 G(y; y) = G(y; y) | | | | (D( (y)i) D( (y0)i)) yi: |
| =1 |
|  |  |  |  |  |
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We can easily see that (y0; y) 2 [0; 1] and that (y0; y) = 0 whenever (y0) = (y).

A typical way to de ne the discount function is by

(

1 if i 2 fr k + 1; : : : ; rg

D(i) = log2(r i+2)

1. otherwise

where k < r is a parameter. This means that we care more about elements that are ranked higher, and we completely ignore elements that are not at the top-k ranked elements. The NDCG measure is often used to evaluate the performance of search engines since in such applications it makes sense completely to ignore elements that are not at the top of the ranking.

Once we have a hypothesis class and a ranking loss function, we can learn a ranking function using the ERM rule. However, from the computational point of view, the resulting optimization problem might be hard to solve. We next discuss how to learn linear predictors for ranking.

17.4.1 Linear Predictors for Ranking

A natural way to de ne a ranking function is by projecting the instances onto some vector w and then outputting the resulting scalars as our representation of the ranking function. That is, assuming that X Rd, for every w 2 Rd we de ne a ranking function

hw((x1; : : : ; xr)) = (hw; x1i; : : : ; hw; xri): (17.6)

As we discussed in Chapter [16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page215), we can also apply a feature mapping that maps instances into some feature space and then takes the inner products with w in the feature space. For simplicity, we focus on the simpler form as in Equation ([17.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page240)).

Given some W Rd, we can now de ne the hypothesis class HW = fhw : w 2 W g. Once we have de ned this hypothesis class, and have chosen a ranking loss function, we can apply the ERM rule as follows: Given a training set, S = (x1; y1); : : : ; (xm; ym), where each (xi; yi) is in (X R)ri , for some ri 2 N, we

Pm

should search w 2 W that minimizes the empirical loss, i=1 (hw(xi); yi). As in the case of binary classi cation, for many loss functions this problem is computationally hard, and we therefore turn to describe convex surrogate loss functions. We describe the surrogates for the Kendall tau loss and for the NDCG loss.

A Hinge Loss for the Kendall Tau Loss Function:

We can think of the Kendall tau loss as an average of 0 1 losses for each pair. In particular, for every (i; j) we can rewrite

1[sign(yi0 yj0)6=sign(yi yj)] = 1[sign(yi yj)(yi0 yj0) 0]:

|  |  |
| --- | --- |
| 17.4 Ranking | 241 |
|  |  |

In our case, yi0 yj0 = hw; xi xji. It follows that we can use the hinge loss upper bound as follows:

1[sign(yi yj)(yi0 yj0) 0] max f0; 1 sign (yi yj) hw; xi xjig :

Taking the average over the pairs we obtain the following surrogate convex loss for the Kendall tau loss function:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  | 2 |  | r 1 | r |
|  |  |  |  | Xi | X |
| (hw(x); y) |  |  |  |  | max f0; 1 sign(yi yj) hw; xi xjig : |
| r(r |  | 1) |  |

=1 j=i+1

The right-hand side is convex with respect to w and upper bounds the Kendall tau loss. It is also a -Lipschitz function with parameter maxi;j kxi xjk.

A Hinge Loss for the NDCG Loss Function:

The NDCG loss function depends on the predicted ranking vector y0 2 Rr via the permutation it induces. To derive a surrogate loss function we rst make the following observation. Let V be the set of all permutations of [r] encoded as vectors; namely, each v 2 V is a vector in [r]r such that for all i 6= j we have vi 6= vj. Then (see Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page249)),

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | 2 | r |  |  |  |  |  |
|  |  |  |  |  | Xi | |  | yi0: |  |  |
|  | (y0) = argmax | | | | | | vi | |  | (17.7) |
|  |  |  |  | v V | | =1 | |  |  |  |  |
|  | = P |  |  |  |  |  |  |  |  |
| Let us denote (x; v) | r |  |  |  | r |  |  |  |  |  |
| i=1 vixi; it | |  |  |  |  |  |  |  |
|  |  |  | follows that | | | | |  |  |  |
|  |  |  |  | 2 |  | Xi | ih | w; x | | ii | |
|  |  | argmax | | | v |
|  | (hw(x)) = | | v V | | | =1 |  |  |
|  |  | = | v V | | | \* | r | | i |  | i+ |
|  |  |  |  | 2 |  | w; | Xi | | |  |  |
|  |  |  | argmax | | |  |  | v x | |  |
|  |  |  |  |  |  |  | =1 | | |  |  |

= argmaxhw; (x; v)i:

v2V

On the basis of this observation, we can use the generalized hinge loss for cost-sensitive multiclass classi cation as a surrogate loss function for the NDCG loss as follows:

(hw(x); y) (hw(x); y) + hw; (x; (hw(x)))i hw; (x; (y))i

max [ (v; y) + hw; (x; v)i hw; (x; (y))i]

v2V

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| = v V | " |  | (vi (y)i) hw; xii# | : | (17.8) |
|  |  |  | r |  |  |
| max |  | (v; y) + | Xi |  |  |
| 2 |  |  | =1 |  |  |

The right-hand side is a convex function with respect to w.

We can now solve the learning problem using SGD as described in Section [17.2.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page234). The main computational bottleneck is calculating a subgradient of the loss func-tion, which is equivalent to nding v that achieves the maximum in Equa-tion ([17.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page241)) (see Claim [14.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189)). Using the de nition of the NDCG loss, this is
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equivalent to solving the problem

|  |  |
| --- | --- |
| 2 | r |
| Xi |
| argmin | ( ivi + i D(vi)); |
| v V | =1 |
|  |

where i = hw; xii and i = yi=G(y; y). We can think of this problem a little bit di erently by de ning a matrix A 2 Rr;r where

Ai;j = j i + D(j) i:

Now, let us think about each j as a \worker," each i as a \task," and Ai;j as the cost of assigning task i to worker j. With this view, the problem of nding v becomes the problem of nding an assignment of the tasks to workers of minimal cost. This problem is called \the assignment problem" and can be solved e ciently. One particular algorithm is the \Hungarian method" (Kuhn 1955). Another way to solve the assignment problem is using linear programming. To do so, let us rst write the assignment problem as

|  |  |  |
| --- | --- | --- |
| 2 | r |  |
| X |  |
| argmin | Ai;jBi;j | (17.9) |
| B R+r;r | i;j=1 |  |
|  | r |  |
|  | Xj | Bi;j = 1 |
| s.t. | 8i 2 [r]; |
|  | =1 |  |
|  | r |  |
|  | Xi | Bi;j = 1 |
|  | 8j 2 [r]; |
|  | =1 |  |

8i; j; Bi;j 2 f0; 1g

A matrix B that satis es the constraints in the preceding optimization problem is called a permutation matrix. This is because the constraints guarantee that there is at most a single entry of each row that equals 1 and a single entry of each column that equals 1. Therefore, the matrix B corresponds to the permutation v 2 V de ned by vi = j for the single index j that satis es Bi;j = 1.

The preceding optimization is still not a linear program because of the com-binatorial constraint Bi;j 2 f0; 1g. However, as it turns out, this constraint is redundant { if we solve the optimization problem while simply omitting the combinatorial constraint, then we are still guaranteed that there is an optimal solution that will satisfy this constraint. This is formalized later.

P

Denote hA; Bi = i;j Ai;jBi;j. Then, Equation ([17.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)) is the problem of mini-mizing hA; Bi such that B is a permutation matrix.

A matrix B 2 Rr;r is called doubly stochastic if all elements of B are non-negative, the sum of each row of B is 1, and the sum of each column of B is 1. Therefore, solving Equation ([17.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)) without the constraints Bi;j 2 f0; 1g is the

|  |  |
| --- | --- |
| problem |  |
| argminhA; Bi s.t. B is a doubly stochastic matrix: | (17.10) |

B2Rr;r

|  |  |
| --- | --- |
| 17.5 Bipartite Ranking and Multivariate Performance Measures | 243 |
|  |  |

The following claim states that every doubly stochastic matrix is a convex combination of permutation matrices.

claim 17.3 ((Birkho 1946, Von Neumann 1953)) The set of doubly stochastic matrices in Rr;r is the convex hull of the set of permutation matrices in Rr;r.

On the basis of the claim, we easily obtain the following:

lemma 17.4 There exists an optimal solution of Equation ([17.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)) that is also an optimal solution of Equation ([17.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)).

Proof Let B be a solution of Equation ([17.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)). Then, by Claim [17.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page243), we can

P

write B = i iCi, where each Ci is a permutation matrix, each i > 0, and

P

i i = 1. Since all the Ci are also doubly stochastic, we clearly have that hA; Bi hA; Cii for every i. We claim that there is some i for which hA; B i = hA; Cii. This must be true since otherwise, if for every i hA; Bi < hA; Cii, we would have that

1. +

X X X

hA; Bi = A; iCi = ihA; Cii > ihA; Bi = hA; Bi;

i i i

which cannot hold. We have thus shown that some permutation matrix, Ci, satis es hA; Bi = hA; Cii. But, since for every other permutation matrix C we have hA; B i hA; Ci we conclude that Ci is an optimal solution of both Equa-tion ([17.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)) and Equation ([17.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page242)). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

17.5 Bipartite Ranking and Multivariate Performance Measures

In the previous section we described the problem of ranking. We used a vector y 2 Rr for representing an order over the elements x1; : : : ; xr. If all elements in y are di erent from each other, then y speci es a full order over [r]. However, if two elements of y attain the same value, yi = yj for i 6= j, then y can only specify a partial order over [r]. In such a case, we say that xi and xj are of equal relevance according to y. In the extreme case, y 2 f 1gr, which means that each xi is either relevant or nonrelevant. This setting is often called \bipartite ranking." For example, in the fraud detection application mentioned in the previous section, each transaction is labeled as either fraudulent (yi = 1) or benign (yi = 1).

Seemingly, we can solve the bipartite ranking problem by learning a binary classi er, applying it on each instance, and putting the positive ones at the top of the ranked list. However, this may lead to poor results as the goal of a binary learner is usually to minimize the zero-one loss (or some surrogate of it), while the goal of a ranker might be signi cantly di erent. To illustrate this, consider again the problem of fraud detection. Usually, most of the transactions are benign (say 99:9%). Therefore, a binary classi er that predicts \benign" on all transactions will have a zero-one error of 0:1%. While this is a very small number, the resulting predictor is meaningless for the fraud detection application. The crux of the

1. Multiclass, Ranking, and Complex Prediction Problems

problem stems from the inadequacy of the zero-one loss for what we are really interested in. A more adequate performance measure should take into account the predictions over the entire set of instances. For example, in the previous section we have de ned the NDCG loss, which emphasizes the correctness of the top-ranked items. In this section we describe additional loss functions that are

speci cally adequate for bipartite ranking problems.

As in the previous section, we are given a sequence of instances, x = (x1; : : : ; xr), and we predict a ranking vector y0 2 Rr. The feedback vector is y 2 f 1gr. We de ne a loss that depends on y0 and y and depends on a threshold 2 R. This threshold transforms the vector y0 2 Rr into the vector (sign(yi0 ); : : : ; sign(yr0 )) 2 f 1gr. Usually, the value of is set to be 0. However, as we will see, we sometimes set while taking into account additional constraints on the problem.

The loss functions we de ne in the following depend on the following 4 num-bers:

True positives: a = jfi : yi = +1 ^ sign(yi0 ) = +1gj

False positives: b = jfi : yi = 1 ^ sign(yi0 ) = +1gj

(17.11)

False negatives: c = jfi : yi = +1 ^ sign(yi0 ) = 1gj

True negatives: d = jfi : yi = 1 ^ sign(yi0 ) = 1gj

The recall (a.k.a. sensitivity) of a prediction vector is the fraction of true positives y0 \catches," namely, a+ac . The precision is the fraction of correct predictions among the positive labels we predict, namely, a+ab . The speci city is the fraction of true negatives that our predictor \catches," namely, d+db .

Note that as we decrease the recall increases (attaining the value 1 when

= 1). On the other hand, the precision and the speci city usually decrease as we decrease . Therefore, there is a tradeo between precision and recall, and we can control it by changing . The loss functions de ned in the following use various techniques for combining both the precision and recall.

Averaging sensitivity and speci city: This measure is the average of the

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| sensitivity and speci city, namely, | 1 |  | a |  | + | d | . This is also the accuracy |
|  | a+c | | d+b |
| 2 | |  |  |  |

on positive examples averaged with the accuracy on negative examples. Here, we set = 0 and the corresponding loss function is (y0; y) =

1 1 a + d .

2 a+c d+b

F1-score: The F1 score is the harmonic mean of the precision and recall:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 2 | | |  |  | . Its maximal value (of 1) is obtained when both precision |
|  | 1 |  |  | + | 1 |  |
| Precision | | | Recall | | |
|  |  |

and recall are 1, and its minimal value (of 0) is obtained whenever one of them is 0 (even if the other one is 1). The F1 score can be written using

the numbers a; b; c as follows; F1 = 2a . Again, we set = 0, and the

2a+b+c

loss function becomes (y0; y) = 1 F1.

F -score: It is like F1 score, but we attach 2 times more importance to

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| recall than to precision, that is, |  |  | 1+ 2 | |  |  | . It can also be written as |
|  | 1 |  | + 2 | 1 |  |
|  | Precision | | | Recall | | |
|  |  |

|  |  |
| --- | --- |
| 17.5 Bipartite Ranking and Multivariate Performance Measures | 245 |
|  |  |

(1+ 2)a

F = (1+ 2)a+b+ 2c . Again, we set = 0, and the loss function becomes (y0; y) = 1 F .

Recall at k: We measure the recall while the prediction must contain at most k positive labels. That is, we should set so that a + b k. This is conve-nient, for example, in the application of a fraud detection system, where a bank employee can only handle a small number of suspicious transactions.

Precision at k: We measure the precision while the prediction must contain at least k positive labels. That is, we should set so that a + b k.

The measures de ned previously are often referred to as multivariate perfor-mance measures. Note that these measures are highly di erent from the average

zero-one loss, which in the preceding notation equals b+d . In the aforemen-

a+b+c+d

tioned example of fraud detection, when 99:9% of the examples are negatively labeled, the zero-one loss of predicting that all the examples are negatives is 0:1%. In contrast, the recall of such prediction is 0 and hence the F1 score is also 0, which means that the corresponding loss will be 1.

17.5.1 Linear Predictors for Bipartite Ranking

We next describe how to train linear predictors for bipartite ranking. As in the previous section, a linear predictor for ranking is de ned to be

hw(x) = (hw; x1i; : : : ; hw; xri):

The corresponding loss function is one of the multivariate performance measures described before. The loss function depends on y0 = hw(x) via the binary vector it induces, which we denote by

|  |  |
| --- | --- |
| b(y0) = (sign(y10 ); : : : ; sign(yr0 )) 2 f 1gr: | (17.12) |

As in the previous section, to facilitate an e cient algorithm we derive a convex surrogate loss function on . The derivation is similar to the derivation of the generalized hinge loss for the NDCG ranking loss, as described in the previous section.

Our rst observation is that for all the values of de ned before, there is some

1. f 1gr such that b(y0) can be rewritten as

|  |  |  |  |
| --- | --- | --- | --- |
| 2 | | r |  |
| Xi |  |
| b(y0) = argmax | | viyi0: | (17.13) |
| v V | =1 |
|  |

This is clearly true for the case = 0 if we choose V = f 1gr. The two measures for which is not taken to be 0 are precision at k and recall at k. For precision at k we can take V to be the set V k, containing all vectors in f 1gr whose number of ones is at least k. For recall at k, we can take V to be V k, which is de ned analogously. See Exercise [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page249).
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Once we have de ned b as in Equation ([17.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page245)), we can easily derive a convex surrogate loss as follows. Assuming that y 2 V , we have that

(hw(x); y) = (b(hw(x)); y)

r

X

(b(hw(x)); y) + (bi(hw(x)) yi)hw; xii

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| v V | " | i=1 | : |  |
| (vi yi) hw; xii# |  |
|  |  | r |  |  |
| max | (v; y) + | Xi |  | (17.14) |
| 2 |  | =1 |  |  |

The right-hand side is a convex function with respect to w.

We can now solve the learning problem using SGD as described in Section [17.2.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page234). The main computational bottleneck is calculating a subgradient of the loss func-tion, which is equivalent to nding v that achieves the maximum in Equa-tion ([17.14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page246)) (see Claim [14.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page189)).

In the following we describe how to nd this maximizer e ciently for any performance measure that can be written as a function of the numbers a; b; c; d given in Equation ([17.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page244)), and for which the set V contains all elements in f 1gr for which the values of a; b satisfy some constraints. For example, for \recall at k" the set V is all vectors for which a + b k.

The idea is as follows. For any a; b 2 [r], let

|  |  |  |  |
| --- | --- | --- | --- |
|  | jfi : vi = 1 ^ yi = 1gj = a ^ jfi : vi = 1 ^ yi = 1gj = b g : | |  |
| Ya;b = fv : |  |
| Any vector v 2 |  |  | \ V |
| V falls into Ya;b for some a; b 2 [r]. Furthermore, if Ya;b | |
|  |  |  |  |
| is not empty for some a; b 2 [r] then Ya;b \ V | | = Ya;b. Therefore, we can search | |

within each Ya;b that has a nonempty intersection with V separately, and then

take the optimal value. The key observation is that once we are searching only

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |
| within Ya;b, the value of is xed so we only need to maximize the expression | | | | | |
| 2Y | r |  |  |  |  |
| Xi | ih | w; x | ii | : |
| max | v |
| v a;b | =1 |  |  |

Suppose the examples are sorted so that hw; x1i hw; xri. Then, it is easy to verify that we would like to set vi to be positive for the smallest indices i. Doing this, with the constraint on a; b, amounts to setting vi = 1 for the a top ranked positive examples and for the b top-ranked negative examples. This yields the following procedure.

|  |  |
| --- | --- |
| 17.6 Summary | 247 |
|  |  |

Solving Equation ([17.14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page246))

input:

(x1; : : : ; xr); (y1; : : : ; yr); w; V;

assumptions:

is a function of a; b; c; d

1. contains all vectors for which f(a; b) = 1 for some function f initialize:
2. = jfi : yi = 1gj, N = jfi : yi = 1gj = (hw; x1i; : : : ; hw; xri), ? = 1 sort examples so that 1 2 r

let i1; : : : ; iP be the (sorted) indices of the positive examples

let j1; : : : ; jN be the (sorted) indices of the negative examples

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| for a = 0; 1; : : : ; P | |  |  |  |  |  |  |
| c = P a |  |  |  |  |  |  |  |
| for b = 0; 1; : : : ; N such that f(a; b) = 1 | | | | | |  |  |
| d = N b |  |  |  |  |  |  |  |
| calculate using a; b; c; d | | | | | |  |  |
| set v1; : : : ; vr s.t. vi1 | | | | = = via = vj1 = = vjb = 1 | | | |
| and the rest | | of the elements of v equal | | | |  | 1 |
| r | i |  | i |  |
| if? | Pi=1 | |  |  |  |
| set = + |  |  | v |  |  |  |

? = , v? = v

output v?

17.6 Summary

Many real world supervised learning problems can be cast as learning a multiclass predictor. We started the chapter by introducing reductions of multiclass learning to binary learning. We then described and analyzed the family of linear predictors for multiclass learning. We have shown how this family can be used even if the number of classes is extremely large, as long as we have an adequate structure on the problem. Finally, we have described ranking problems. In Chapter [29](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page402) we study the sample complexity of multiclass learning in more detail.

17.7 Bibliographic Remarks

The One-versus-All and All-Pairs approach reductions have been uni ed un-der the framework of Error Correction Output Codes (ECOC) (Dietterich & Bakiri 1995, Allwein, Schapire & Singer 2000). There are also other types of re-ductions such as tree-based classi ers (see, for example, Beygelzimer, Langford & Ravikumar (2007)). The limitations of reduction techniques have been studied
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in (Daniely et al. 2011, Daniely, Sabato & Shwartz 2012). See also Chapter [29](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page402), in which we analyze the sample complexity of multiclass learning.

Direct approaches to multiclass learning with linear predictors have been stud-ied in (Vapnik 1998, Weston & Watkins 1999, Crammer & Singer 2001). In par-ticular, the multivector construction is due to Crammer & Singer (2001).

Collins (2000) has shown how to apply the Perceptron algorithm for structured output problems. See also Collins (2002). A related approach is discriminative learning of conditional random elds; see La erty, McCallum & Pereira (2001). Structured output SVM has been studied in (Weston, Chapelle, Vapnik, Elissee & Sch•olkopf 2002, Taskar, Guestrin & Koller 2003, Tsochantaridis, Hofmann,

Joachims & Altun 2004).

The dynamic procedure we have presented for calculating the prediction hw(x) in the structured output section is similar to the forward-backward variables calculated by the Viterbi procedure in HMMs (see, for instance, (Rabiner & Juang 1986)). More generally, solving the maximization problem in structured output is closely related to the problem of inference in graphical models (see, for example, Koller & Friedman (2009)).

Chapelle, Le & Smola (2007) proposed to learn a ranking function with respect to the NDCG loss using ideas from structured output learning. They also ob-served that the maximization problem in the de nition of the generalized hinge loss is equivalent to the assignment problem.

Agarwal & Roth (2005) analyzed the sample complexity of bipartite ranking. Joachims (2005) studied the applicability of structured output SVM to bipartite ranking with multivariate performance measures.

17.8 Exercises

1. Consider a set S of examples in Rn [k] for which there exist vectors 1; : : : ; k such that every example (x; y) 2 S falls within a ball centered at y whose radius is r 1. Assume also that for every i 6= j, k i jk 4r. Con-sider concatenating each instance by the constant 1 and then applying the multivector construction, namely,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| (x; y) = [ 0; : : : ; 0 | | | | | | ; x1; : : : ; xn; 1 ; | | | | | 0; : : : ; 0 | | | | | ]: |
| 2R| |  |  |  |  |  | | |  |  |  | } |  |  |  |  |  |  |
|  | {z } | | | | 2R{z | | | 2R|(k {zy)(n} | | | | |  |
| (y | |  | 1)(n+1) | | |  |  | n+1 | |  | +1) | | | | |  |

Show that there exists a vector w 2 Rk(n+1) such that `(w; (x; y)) = 0 for every (x; y) 2 S.

Hint: Observe that for every example (x; y) 2 S we can write x = y + v for

some kvk r. Now, take w = [w1; : : : ; wk], where wi = [ i ; k ik2=2].

2. Multiclass Perceptron: Consider the following algorithm:

|  |  |
| --- | --- |
| 17.8 Exercises | 249 |
|  |  |

Multiclass Batch Perceptron

Input:

1. training set (x1; y1); : : : ; (xm; ym)
2. class-sensitive feature mapping : X Y ! Rd Initialize: w(1) = (0; : : : ; 0) 2 Rd

For t = 1; 2; : : :

If (9 i and y 6= yi s.t. hw(t); (xi; yi)i hw(t); (xi; y)i) then

w(t+1) = w(t) + (xi; yi) (xi; y)

else

output w(t)

Prove the following:

theorem 17.5 Assume that there exists w? such that for all i and for all

y 6= yi it holds that hw?; (xi; yi)i hw?; (xi; y)i+1. Let R = maxi;y k (xi; yi) (xi; y)k. Then, the multiclass Perceptron algorithm stops after at most (Rkw?k)2 iterations, and when it stops it holds that 8i 2 [m]; yi = argmaxy hw(t); (xi; y)i.

1. Generalize the dynamic programming procedure given in Section [17.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page236) for solv-

^

ing the maximization problem given in the de nition of h in the SGD proce-

dure for multiclass prediction. You can assume that (y0; y) = Pr (yt0; yt)

t=1

for some arbitrary function .

1. Prove that Equation ([17.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page241)) holds.
2. Show that the two de nitions of as de ned in Equation ([17.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page245)) and Equa-tion ([17.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page245)) are indeed equivalent for all the multivariate performance mea-sures.

1. Decision Trees

A decision tree is a predictor, h : X ! Y, that predicts the label associated with an instance x by traveling from a root node of a tree to a leaf. For simplicity we focus on the binary classi cation setting, namely, Y = f0; 1g, but decision trees can be applied for other prediction problems as well. At each node on the root-to-leaf path, the successor child is chosen on the basis of a splitting of the input space. Usually, the splitting is based on one of the features of x or on a prede ned set of splitting rules. A leaf contains a speci c label. An example of a decision tree for the papayas example (described in Chapter [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page33)) is given in the following:
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Color?

pale green to pale yellow

other

not-tasty Softness?

other gives slightly to palm pressure

not-tasty tasty

To check if a given papaya is tasty or not, the decision tree rst examines the color of the Papaya. If this color is not in the range pale green to pale yellow, then the tree immediately predicts that the papaya is not tasty without additional tests. Otherwise, the tree turns to examine the softness of the papaya. If the softness level of the papaya is such that it gives slightly to palm pressure, the decision tree predicts that the papaya is tasty. Otherwise, the prediction is \not-tasty." The preceding example underscores one of the main advantages of decision trees { the resulting classi er is very simple to understand and interpret.

|  |  |
| --- | --- |
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18.1 Sample Complexity

A popular splitting rule at internal nodes of the tree is based on thresholding the value of a single feature. That is, we move to the right or left child of the node on the basis of 1[xi< ], where i 2 [d] is the index of the relevant feature and 2 R is the threshold. In such cases, we can think of a decision tree as a splitting of the instance space, X = Rd, into cells, where each leaf of the tree corresponds to one cell. It follows that a tree with k leaves can shatter a set of k instances. Hence, if we allow decision trees of arbitrary size, we obtain a hypothesis class of in nite VC dimension. Such an approach can easily lead to over tting.

To avoid over tting, we can rely on the minimum description length (MDL) principle described in Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83), and aim at learning a decision tree that on one hand ts the data well while on the other hand is not too large.

For simplicity, we will assume that X = f0; 1gd. In other words, each instance is a vector of d bits. In that case, thresholding the value of a single feature corresponds to a splitting rule of the form 1[xi=1] for some i = [d]. For instance, we can model the \papaya decision tree" earlier by assuming that a papaya is parameterized by a two-dimensional bit vector x 2 f0; 1g2, where the bit x1 represents whether the color is pale green to pale yellow or not, and the bit x2 represents whether the softness is gives slightly to palm pressure or not. With this representation, the node Color? can be replaced with 1[x1=1], and the node Softness? can be replaced with 1[x2=1]. While this is a big simpli cation, the algorithms and analysis we provide in the following can be extended to more general cases.

With the aforementioned simplifying assumption, the hypothesis class becomes nite, but is still very large. In particular, any classi er from f0; 1gd to f0; 1g can be represented by a decision tree with 2d leaves and depth of d + 1 (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page256)). Therefore, the VC dimension of the class is 2d, which means that the number of examples we need to PAC learn the hypothesis class grows with 2d. Unless d is very small, this is a huge number of examples.

To overcome this obstacle, we rely on the MDL scheme described in Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83). The underlying prior knowledge is that we should prefer smaller trees over larger trees. To formalize this intuition, we rst need to de ne a description language for decision trees, which is pre x free and requires fewer bits for smaller decision trees. Here is one possible way: A tree with n nodes will be described in n + 1 blocks, each of size log2(d + 3) bits. The rst n blocks encode the nodes of the tree, in a depth- rst order (preorder), and the last block marks the end of the code. Each block indicates whether the current node is:

An internal node of the form 1[xi=1] for some i 2 [d] A leaf whose value is 1

A leaf whose value is 0 End of the code

1. Decision Trees

Overall, there are d + 3 options, hence we need log2(d + 3) bits to describe each block.

Assuming each internal node has two children,[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252) it is not hard to show that this is a pre x-free encoding of the tree, and that the description length of a tree with n nodes is (n + 1) log2(d + 3).

By Theorem [7.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page90) we have that with probability of at least 1 over a sample

of size m, for every n and every decision tree h 2 H with n nodes it holds that

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| LD(h) LS(h) + | r |  |  |  |  | : | (18.1) |
|  | (n + 1) log2 | (d2m | |
|  |  |  |  | + 3) + log(2= ) | |  |  |
|  |  |  |  |  |  |  |  |

This bound performs a tradeo : on the one hand, we expect larger, more complex decision trees to have a smaller training risk, LS(h), but the respective value of n will be larger. On the other hand, smaller decision trees will have a smaller value of n, but LS(h) might be larger. Our hope (or prior knowledge) is that we can nd a decision tree with both low empirical risk, LS(h), and a number of nodes n not too high. Our bound indicates that such a tree will have low true risk, LD(h).

18.2 Decision Tree Algorithms

The bound on LD(h) given in Equation ([18.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252)) suggests a learning rule for decision trees { search for a tree that minimizes the right-hand side of Equation ([18.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252)). Unfortunately, it turns out that solving this problem is computationally hard.[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252) Consequently, practical decision tree learning algorithms are based on heuristics such as a greedy approach, where the tree is constructed gradually, and locally optimal decisions are made at the construction of each node. Such algorithms cannot guarantee to return the globally optimal decision tree but tend to work reasonably well in practice.

A general framework for growing a decision tree is as follows. We start with a tree with a single leaf (the root) and assign this leaf a label according to a majority vote among all labels over the training set. We now perform a series of iterations. On each iteration, we examine the e ect of splitting a single leaf. We de ne some \gain" measure that quanti es the improvement due to this split. Then, among all possible splits, we either choose the one that maximizes the gain and perform it, or choose not to split the leaf at all.

In the following we provide a possible implementation. It is based on a popular decision tree algorithm known as \ID3" (short for \Iterative Dichotomizer 3"). We describe the algorithm for the case of binary features, namely, X = f0; 1gd,

1. We may assume this without loss of generality, because if a decision node has only one child, we can replace the node by its child without a ecting the predictions of the decision

tree.

1. More precisely, if NP6=P then no algorithm can solve Equation ([18.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252)) in time polynomial in n; d; and m.

|  |  |
| --- | --- |
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and therefore all splitting rules are of the form 1[xi=1] for some feature i 2 [d].

We discuss the case of real valued features in Section [18.2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page255).

The algorithm works by recursive calls, with the initial call being ID3(S; [d]), and returns a decision tree. In the pseudocode that follows, we use a call to a procedure Gain(S; i), which receives a training set S and an index i and evaluates the gain of a split of the tree according to the ith feature. We describe several gain measures in Section [18.2.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page253).

ID3(S; A)

Input: training set S, feature subset A [d]

if all examples in S are labeled by 1, return a leaf 1 if all examples in S are labeled by 0, return a leaf 0

if A = ;, return a leaf whose value = majority of labels in S else :

Let j = argmaxi2A Gain(S; i)

if all examples in S have the same label

Return a leaf whose value = majority of labels in S else

Let T1 be the tree returned by ID3(f(x; y) 2 S : xj = 1g; A n fjg).

Let T2 be the tree returned by ID3(f(x; y) 2 S : xj = 0g; A n fjg).

Return the tree:

xj = 1?

![](data:image/jpeg;base64,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)

T2 T1

18.2.1 Implementations of the Gain Measure

Di erent algorithms use di erent implementations of Gain(S; i). Here we present three. We use the notation PS[F ] to denote the probability that an event holds with respect to the uniform distribution over S.

Train Error: The simplest de nition of gain is the decrease in training error. Formally, let C(a) = minfa; 1 ag. Note that the training error before splitting on feature i is C(PS[y = 1]), since we took a majority vote among labels. Similarly, the error after splitting on feature i is

P[xi = 1] C(P[y = 1jxi = 1]) + P[xi = 0]C(P[y = 1jxi = 0]):

S S S S

Therefore, we can de ne Gain to be the di erence between the two, namely,

Gain(S; i) := C(P[y = 1])

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | S |  | j |  |  | j |  |
| S | S | S | S |
|  | P[xi = 1] C(P[y = 1 xi = 1]) + P[xi = 0]C(P[y = 1 xi = 0]) | | | | | | : |
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Information Gain: Another popular gain measure that is used in the ID3 and C4.5 algorithms of Quinlan (1993) is the information gain. The information gain is the di erence between the entropy of the label before and after the split, and is achieved by replacing the function C in the previous expression by the entropy function,

C(a) = a log(a) (1 a) log(1 a):

Gini Index: Yet another de nition of a gain, which is used by the CART algorithm of Breiman, Friedman, Olshen & Stone (1984), is the Gini index,

C(a) = 2a(1 a):

Both the information gain and the Gini index are smooth and concave upper bounds of the train error. These properties can be advantageous in some situa-tions (see, for example, Kearns & Mansour (1996)).

18.2.2 Pruning

The ID3 algorithm described previously still su ers from a big problem: The returned tree will usually be very large. Such trees may have low empirical risk, but their true risk will tend to be high { both according to our theoretical analysis, and in practice. One solution is to limit the number of iterations of ID3, leading to a tree with a bounded number of nodes. Another common solution is to prune the tree after it is built, hoping to reduce it to a much smaller tree, but still with a similar empirical error. Theoretically, according to the bound in Equation ([18.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252)), if we can make n much smaller without increasing LS(h) by much, we are likely to get a decision tree with a smaller true risk.

Usually, the pruning is performed by a bottom-up walk on the tree. Each node might be replaced with one of its subtrees or with a leaf, based on some bound or estimate of LD(h) (for example, the bound in Equation ([18.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page252))). A pseudocode of a common template is given in the following.

Generic Tree Pruning Procedure

input:

function f(T; m) (bound/estimate for the generalization error of a decision tree T , based on a sample of size m),

tree T .

foreach node j in a bottom-up walk on T (from leaves to root):

nd T 0 which minimizes f(T 0; m), where T 0 is any of the following:

the current tree after replacing node j with a leaf 1.

the current tree after replacing node j with a leaf 0.

the current tree after replacing node j with its left subtree.

the current tree after replacing node j with its right subtree.

the current tree.

let T := T 0.

|  |  |
| --- | --- |
| 18.3 Random Forests | 255 |
|  |  |

18.2.3 Threshold-Based Splitting Rules for Real-Valued Features

In the previous section we have described an algorithm for growing a decision tree assuming that the features are binary and the splitting rules are of the form 1[xi=1]. We now extend this result to the case of real-valued features and threshold-based splitting rules, namely, 1[xi< ]. Such splitting rules yield decision stumps, and we have studied them in Chapter [10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page130).

The basic idea is to reduce the problem to the case of binary features as follows. Let x1; : : : ; xm be the instances of the training set. For each real-valued feature i, sort the instances so that x1;i xm;i. De ne a set of thresholds 0;i; : : : ; m+1;i such that j;i 2 (xj;i; xj+1;i) (where we use the convention x0;i = 1 and xm+1;i = 1). Finally, for each i and j we de ne the binary feature 1[xi< j;i]. Once we have constructed these binary features, we can run the ID3 procedure described in the previous section. It is easy to verify that for any decision tree with threshold-based splitting rules over the original real-valued features there exists a decision tree over the constructed binary features with the same training error and the same number of nodes.

If the original number of real-valued features is d and the number of examples is m, then the number of constructed binary features becomes dm. Calculating the Gain of each feature might therefore take O(dm2) operations. However, using a more clever implementation, the runtime can be reduced to O(dm log(m)). The idea is similar to the implementation of ERM for decision stumps as described in Section [10.1.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page133).

18.3 Random Forests

As mentioned before, the class of decision trees of arbitrary size has in nite VC dimension. We therefore restricted the size of the decision tree. Another way to reduce the danger of over tting is by constructing an ensemble of trees. In particular, in the following we describe the method of random forests, introduced by Breiman (2001).

A random forest is a classi er consisting of a collection of decision trees, where each tree is constructed by applying an algorithm A on the training set S and an additional random vector, , where is sampled i.i.d. from some distribution. The prediction of the random forest is obtained by a majority vote over the predictions of the individual trees.

To specify a particular random forest, we need to de ne the algorithm A and the distribution over . There are many ways to do this and here we describe one particular option. We generate as follows. First, we take a random subsample from S with replacements; namely, we sample a new training set S0 of size m0 using the uniform distribution over S. Second, we construct a sequence I1; I2; : : :, where each It is a subset of [d] of size k, which is generated by sampling uniformly at random elements from [d]. All these random variables form the vector . Then,

1. Decision Trees

the algorithm A grows a decision tree (e.g., using the ID3 algorithm) based on

the sample S0, where at each splitting stage of the algorithm, the algorithm is restricted to choosing a feature that maximizes Gain from the set It. Intuitively, if k is small, this restriction may prevent over tting.

18.4 Summary

Decision trees are very intuitive predictors. Typically, if a human programmer creates a predictor it will look like a decision tree. We have shown that the VC dimension of decision trees with k leaves is k and proposed the MDL paradigm for learning decision trees. The main problem with decision trees is that they are computationally hard to learn; therefore we described several heuristic pro-cedures for training them.

18.5 Bibliographic Remarks

Many algorithms for learning decision trees (such as ID3 and C4.5) have been derived by Quinlan (1986). The CART algorithm is due to Breiman et al. (1984). Random forests were introduced by Breiman (2001). For additional reading we refer the reader to (Hastie, Tibshirani & Friedman 2001, Rokach 2007).

The proof of the hardness of training decision trees is given in Hya l & Rivest (1976).

18.6 Exercises

1. 1. Show that any binary classi er h : f0; 1gd 7! 0f; 1g can be implemented as a decision tree of height at most d + 1, with internal nodes of the form (xi = 0?) for some i 2 f1; : : : ; dg.
   1. Conclude that the VC dimension of the class of decision trees over the domain f0; 1gd is 2d.
2. (Suboptimality of ID3)

Consider the following training set, where X = f0; 1g3 and Y = f0; 1g:

((1; 1; 1); 1)

((1; 0; 0); 1)

((1; 1; 0); 0)

((0; 0; 1); 0)

Suppose we wish to use this training set in order to build a decision tree of depth 2 (i.e., for each input we are allowed to ask two questions of the form (xi = 0?) before deciding on the label).

|  |  |
| --- | --- |
| 18.6 Exercises | 257 |
|  |  |

1. Suppose we run the ID3 algorithm up to depth 2 (namely, we pick the root node and its children according to the algorithm, but instead of keeping on with the recursion, we stop and pick leaves according to the majority label in each subtree). Assume that the subroutine used to measure the quality of each feature is based on the entropy function (so we measure the information gain), and that if two features get the same score, one of them is picked arbitrarily. Show that the training error of the resulting decision tree is at least 1=4.
2. Find a decision tree of depth 2 that attains zero training error.

1. Nearest Neighbor

Nearest Neighbor algorithms are among the simplest of all machine learning algorithms. The idea is to memorize the training set and then to predict the label of any new instance on the basis of the labels of its closest neighbors in the training set. The rationale behind such a method is based on the assumption that the features that are used to describe the domain points are relevant to their labelings in a way that makes close-by points likely to have the same label. Furthermore, in some situations, even when the training set is immense, nding a nearest neighbor can be done extremely fast (for example, when the training set is the entire Web and distances are based on links).

Note that, in contrast with the algorithmic paradigms that we have discussed so far, like ERM, SRM, MDL, or RLM, that are determined by some hypothesis class, H, the Nearest Neighbor method gures out a label on any test point without searching for a predictor within some prede ned class of functions.

In this chapter we describe Nearest Neighbor methods for classi cation and regression problems. We analyze their performance for the simple case of binary classi cation and discuss the e ciency of implementing these methods.

19.1 k Nearest Neighbors

Throughout the entire chapter we assume that our instance domain, X , is en-dowed with a metric function . That is, : X X ! R is a function that returns the distance between any two elements of X . For example, if X = Rd then can

q

|  |  |
| --- | --- |
| be the Euclidean distance, (x; x0) = kx x0k = | id=1(xi xi0)2. |
| Let S = (x1; y1); : : : ; (xm; ym) be a sequence of | P |
|  | training examples. For each |

1. 2 X , let 1(x); : : : ; m(x) be a reordering of f1; : : : ; mg according to their distance to x, (x; xi). That is, for all i < m,

(x; x i(x)) (x; x i+1(x)):

For a number k, the k-NN rule for binary classi cation is de ned as follows:

|  |  |
| --- | --- |
| 19.2 Analysis | 259 |
|  |  |
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Figure 19.1 An illustration of the decision boundaries of the 1-NN rule. The points depicted are the sample points, and the predicted label of any new point will be the label of the sample point in the center of the cell it belongs to. These cells are called a Voronoi Tessellation of the space.

k-NN

input: a training sample S = (x1; y1); : : : ; (xm; ym)

output: for every point x 2 X ,

return the majority label among fy i(x) : i kg

When k = 1, we have the 1-NN rule:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| hS(x) = y 1(x): | |  |  |  |
| A geometric illustration of the 1-NN rule is given in Figure [19.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page259). | | | |  |
| For regression problems, namely, Y = R, one can de ne the | | prediction to be | | |
|  | 1 | k |
| the average target of the k nearest neighbors. That is, hS(x) = | | | i=1 y i(x). |
| k |
|  | k |  |  | with respect |
| More generally, for some function : (X Y) ! Y, the k-NN rule P | | | | |
| to is: |  |  |  |  |
| hS(x) = (x 1(x); y 1(x)); : : : ; (x k(x); y k(x)) : | | | | (19.1) |

It is easy to verify that we can cast the prediction by majority of labels (for classi cation) or by the averaged target (for regression) as in Equation ([19.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page259)) by an appropriate choice of . The generality can lead to other rules; for example, if Y = R, we can take a weighted average of the targets according to the distance from x:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| k |  |  | (x; x i(x)) | | | |
| Xi |  |  |
|  |  |  |  |  | y i(x): |
|  |  | k |  |  |
| hS(x) = | P | |  |  |
| =1 | j=1 | (x; x | (x)) | |
|  |  | j |  |  |

19.2 Analysis

Since the NN rules are such natural learning methods, their generalization prop-erties have been extensively studied. Most previous results are asymptotic con-sistency results, analyzing the performance of NN rules when the sample size, m,

1. Nearest Neighbor

goes to in nity, and the rate of convergence depends on the underlying distribu-tion. As we have argued in Section [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92), this type of analysis is not satisfactory. One would like to learn from nite training samples and to understand the gen-eralization performance as a function of the size of such nite training sets and clear prior assumptions on the data distribution. We therefore provide a nite-sample analysis of the 1-NN rule, showing how the error decreases as a function of m and how it depends on properties of the distribution. We will also explain how the analysis can be generalized to k-NN rules for arbitrary values of k. In

particular, the analysis speci es the number of examples required to achieve a true error of 2LD(h?) + , where h? is the Bayes optimal hypothesis, assuming that the labeling rule is \well behaved" (in a sense we will de ne later).

19.2.1 A Generalization Bound for the 1-NN Rule

We now analyze the true error of the 1-NN rule for binary classi cation with the 0-1 loss, namely, Y = f0; 1g and `(h; (x; y)) = 1[h(x)6=y]. We also assume throughout the analysis that X = [0; 1]d and is the Euclidean distance.

We start by introducing some notation. Let D be a distribution over X Y. Let DX denote the induced marginal distribution over X and let : Rd ! R be the conditional probability[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page260) over the labels, that is,

(x) = P[y = 1jx]:

Recall that the Bayes optimal rule (that is, the hypothesis that minimizes LD(h) over all functions) is

h?(x) = 1[ (x)>1=2]:

We assume that the conditional probability function is c-Lipschitz for some c > 0: Namely, for all x; x0 2 X ; j (x) (x0)j c kx x0k. In other words, this assumption means that if two vectors are close to each other then their labels are likely to be the same.

The following lemma applies the Lipschitzness of the conditional probability function to upper bound the true error of the 1-NN rule as a function of the expected distance between each test instance and its nearest neighbor in the training set.

lemma 19.1 Let X = [0; 1]d; Y = f0; 1g, and D be a distribution over X Y for which the conditional probability function, , is a c-Lipschitz function. Let

1. = (x1; y1); : : : ; (xm; ym) be an i.i.d. sample and let hS be its corresponding 1-NN hypothesis. Let h? be the Bayes optimal rule for . Then,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | S | E | m | [LD(hS)] 2 LD(h?) + c S | | D | mE;x | | [kx |
|  |  | D |  |  |  |  |  | D |
| 1 | Formally, P[y = 1jx] = lim !0 | | | | D(f(x0;1):x02B(x; )g) | | | , where | |
|  | D(f(x0;y):x02B(x; );y2Yg) | | |

centered around x.

x 1(x)k]:

B(x; ) is a ball of radius

|  |  |
| --- | --- |
| 19.2 Analysis | 261 |
|  |  |

Proof Since LD(hS) = E(x;y) D[1[hS(x)6=y]], we obtain that ES[LD(hS)] is the probability to sample a training set S and an additional example (x; y), such

that the label of 1(x) is di erent from y. In other words, we can rst sample

1. unlabeled examples, Sx = (x1; : : : ; xm), according to DX , and an additional unlabeled example, x DX , then nd 1(x) to be the nearest neighbor of x in Sx, and nally sample y (x) and y 1(x) ( 1(x)). It follows that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E[L (hS)] = | |  | E | [1[y=y0 | | ]] |  |  |
| S | D | Sx DXm;x DX ;y (x);y0 ( 1(x)) | |  | 6 |  |  |  |
|  |  | Sx DXm;x DX | y (x);y0 ( 1(x)) | | 6 |  |  |
|  | = | E | P |  | [y = y0] | | : | (19.2) |

We next upper bound Py (x);y0 (x0)[y 6= y0] for any two domain points x; x0:

1. [y 6= y0] = (x0)(1 (x)) + (1 (x0)) (x)

y (x);y0 (x0)

1. ( (x) (x) + (x0))(1 (x))
   1. (1 (x) + (x) (x0)) (x)
2. 2 (x)(1 (x)) + ( (x) (x0))(2 (x) 1):

Using j2 (x) 1j 1 and the assumption that is c-Lipschitz, we obtain that the probability is at most:

1. [y 6= y0] 2 (x)(1 (x)) + c kx x0k:

y (x);y0 (x0)

Plugging this into Equation ([19.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page261)) we conclude that

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S | D |  | x |  |  | S;x | k |  |  |  | k |  |
| E[L |  | (hS)] | E[2 (x)(1 |  | (x))] + c | E | [ | x |  | x 1(x) |  | ]: |

Finally, the error of the Bayes optimal classi er is

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| L | D | (h?) = | E[min | | (x); 1 |  | (x) | ] |  | E[ (x)(1 |  | (x))]: |
|  |  | x | f |  | g |  | x |  |

Combining the preceding two inequalities concludes our proof.

The next step is to bound the expected distance between a random x and its closest element in S. We rst need the following general probability lemma. The lemma bounds the probability weight of subsets that are not hit by a random sample, as a function of the size of that sample.

lemma 19.2 Let C1; : : : ; Cr be a collection of subsets of some domain set, X . Let S be a sequence of m points sampled i.i.d. according to some probability distribution, D over X . Then,

1. 3

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | 4 | X | P[Ci] | 5 |  |  | r |  | : |
| m e | | |
| S Dm |  |  |

i:Ci\S=;

1. Nearest Neighbor

Proof From the linearity of expectation, we can rewrite:

1. 3

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 4 | X |  | 5 | r |  |  |  |  |
| E | P[Ci] | X |  | S= |
|  |  |  | = | P[Ci] E 1[Ci | \ | ] : |
| S |  |  |  |  |  | S | ; |  |

i:Ci\S=; i=1

Next, for each i we have

E 1[Ci\S=;] = P[Ci \ S = ;] = (1 P[Ci])m e P[Ci] m:

S S

Combining the preceding two equations we get

1. 3

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 4 | X |  | 5 |  | r |  |  |
| E | P[Ci] |  | X |  | r max P[Ci] e P[Ci] m: |
|  |  |  |  | P[Ci] e P[Ci] m |  |
| S |  |  |  |  |  | i |

i:Ci\S=; i=1

Finally, by a standard calculus, maxa ae ma me1 and this concludes the proof.

Equipped with the preceding lemmas we are now ready to state and prove the main result of this section { an upper bound on the expected error of the 1-NN learning rule.

theorem 19.3 Let X = [0; 1]d; Y = f0; 1g, and D be a distribution over X Y for which the conditional probability function, , is a c-Lipschitz function. Let hS denote the result of applying the 1-NN rule to a sample S Dm. Then,

p 1

E [LD(hS)] 2 LD(h?) + 4 c d m d+1 :

S Dm

Proof Fix some = 1=T , for some integer T , let r = T d and let C1; : : : ; Cr be the

cover of the set X using boxes of length : Namely, for every ( 1; : : : ; d) 2 [T ]d,

there exists a set Ci of the form fx : 8j; xj 2 [( j 1)=T; j=T ]g. An illustration for d = 2, T = 5 and the set corresponding to = (2; 4) is given in the following.

![](data:image/jpeg;base64,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)

1

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | p | |  |  |  |  |  |  |  |  |  |  | p |  |  |
| For each x; x0 in the same box we have kx x0k | | | | | | | | | | | | | | | | | | | | | | | | d . Otherwise, kx x0kd. | | | | | | | | | | | | |
| Therefore, | |  |  |  |  |  | 2 2 | | | | | |  |  |  |  | 3 |  |  |  |  |  |  |  |  | 2 |  |  |  | 3 | |  | 3 |  |  |  |
| x;S | k |  |  | k |  | S | [ |  |  |  |  |  |  |  |  |  |  |  | [ | |  |  |  |  |  |
| x 1(x) | ] |  |  | Ci | pd + P | | | | | | | | Ci |  | ; |  |  |
| E | [ x |  |  | E | 4 | | P | | 4 | |  |  | 5 | 4 | 5 | pd | | 5 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | i:Ci\S=; | | |  |  |  |  |  |  |  |  |  |  | i:Ci\S6=; | | | |  |  |  |  |  |  |  |
| get that |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | P | S | i:Ci\S6=; Ci] 1 we | | | | | | | |
| and by combining Lemma [19.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page261) with the trivial bound | | | | | | | | | | | | | | | | | | | | | | | | | | |  | [ |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | E [ | |  | |  | |  | | k |  | p | |  |  | |  | r |  |  | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | x | | x 1(x) | | ] | d | | |  |  | + : | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | me | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | x;S k | |  |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
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Since the number of boxes is r = (1= )d we get that

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S;x | k |  |  | k |  | p |  | m e | |  |
| E |  |  |  |  |  |  |  | 2d d | + : |
| [ | x |  | x 1(x) ] |  | d |
|  |  |  |

Combining the preceding with Lemma [19.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page260) we obtain that

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | S D | |  | | D | | | |  | m e |  |
|  | E[L (hS)] | |  |  | 2 L (h?) + c p | |  |  |  | 2d d | + : |
|  |  |  | d |  |
|  |  |  |  |  |
| Finally, setting = 2 m 1=(d+1) and noting that | | | | | | | | |  |  |  |
|  | 2d d | + = |  | 2d 2 d md=(d+1) | | + 2 m 1=(d+1) | | | | | |
|  |  | |
|  | m e | |  |  | m e | | | |  |  |  |

1. m 1=(d+1)(1=e + 2) 4m 1=(d+1)

we conclude our proof.

The theorem implies that if we rst x the data-generating distribution and then let m go to in nity, then the error of the 1-NN rule converges to twice the Bayes error. The analysis can be generalized to larger values of k, showing that

p

the expected error of the k-NN rule converges to (1 + 8=k) times the error of the Bayes classi er. This is formalized in Theorem [19.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page265), whose proof is left as a guided exercise.

19.2.2 The \Curse of Dimensionality"

The upper bound given in Theorem [19.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page262) grows with c (the Lipschitz coe cient of ) and with d, the Euclidean dimension of the domain set X . In fact, it is easy

to see that a necessary condition for the last term in Theorem [19.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page262) to be smaller p

than is that m (4 c d= )d+1. That is, the size of the training set should increase exponentially with the dimension. The following theorem tells us that this is not just an artifact of our upper bound, but, for some distributions, this amount of examples is indeed necessary for learning with the NN rule.

theorem 19.4 For any c > 1, and every learning rule, L, there exists a distribution over [0; 1]d f0; 1g, such that (x) is c-Lipschitz, the Bayes error of the distribution is 0, but for sample sizes m (c + 1)d=2, the true error of the rule L is greater than 1=4.

Proof Fix any values of c and d. Let Gdc be the grid on [0; 1]d with distance of 1=c between points on the grid. That is, each point on the grid is of the form (a1=c; : : : ; ad=c) where ai is in f0; : : : ; c 1; cg. Note that, since any two distinct points on this grid are at least 1=c apart, any function : GDC ! [0; 1] is a c-Lipschitz function. It follows that the set of all c-Lipschitz functions over Gdc contains the set of all binary valued functions over that domain. We can therefore invoke the No-Free-Lunch result (Theorem [5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page61)) to obtain a lower bound on the needed sample sizes for learning that class. The number of points on the grid is (c + 1)d; hence, if m < (c + 1)d=2, Theorem [5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page61) implies the lower bound we are after. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

1. Nearest Neighbor

The exponential dependence on the dimension is known as the curse of di-mensionality. As we saw, the 1-NN rule might fail if the number of examples is smaller than ((c+1)d). Therefore, while the 1-NN rule does not restrict itself to a prede ned set of hypotheses, it still relies on some prior knowledge { its success depends on the assumption that the dimension and the Lipschitz constant of the underlying distribution, , are not too high.

19.3 E cient Implementation\*

Nearest Neighbor is a learning-by-memorization type of rule. It requires the entire training data set to be stored, and at test time, we need to scan the entire data set in order to nd the neighbors. The time of applying the NN rule is therefore (d m). This leads to expensive computation at test time.

When d is small, several results from the eld of computational geometry have proposed data structures that enable to apply the NN rule in time o(dO(1) log(m)). However, the space required by these data structures is roughly mO(d), which makes these methods impractical for larger values of d.

To overcome this problem, it was suggested to improve the search method by allowing an approximate search. Formally, an r-approximate search procedure is guaranteed to retrieve a point within distance of at most r times the distance to the nearest neighbor. Three popular approximate algorithms for NN are the kd-tree, balltrees, and locality-sensitive hashing (LSH). We refer the reader, for example, to (Shakhnarovich, Darrell & Indyk 2006).

19.4 Summary

The k-NN rule is a very simple learning algorithm that relies on the assumption that \things that look alike must be alike." We formalized this intuition using the Lipschitzness of the conditional probability. We have shown that with a suf-ciently large training set, the risk of the 1-NN is upper bounded by twice the risk of the Bayes optimal rule. We have also derived a lower bound that shows the \curse of dimensionality" { the required sample size might increase expo-nentially with the dimension. As a result, NN is usually performed in practice after a dimensionality reduction preprocessing step. We discuss dimensionality reduction techniques later on in Chapter [23](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page323).

19.5 Bibliographic Remarks

Cover & Hart (1967) gave the rst analysis of 1-NN, showing that its risk con-verges to twice the Bayes optimal error under mild conditions. Following a lemma due to Stone (1977), Devroye & Gy•or (1985) have shown that the k-NN rule

|  |  |
| --- | --- |
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is consistent (with respect to the hypothesis class of all functions from Rd to f0; 1g). A good presentation of the analysis is given in the book of Devroye et al. (1996). Here, we give a nite sample guarantee that explicitly underscores the prior assumption on the distribution. See Section [7.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page92) for a discussion on con-sistency results. Finally, Gottlieb, Kontorovich & Krauthgamer (2010) derived another nite sample bound for NN that is more similar to VC bounds.

19.6 Exercises

In this exercise we will prove the following theorem for the k-NN rule.

theorem 19.5 Let X = [0; 1]d; Y = f0; 1g, and D be a distribution over X Y for which the conditional probability function, , is a c-Lipschitz function. Let hS denote the result of applying the k-NN rule to a sample S Dm, where k 10. Let h? be the Bayes optimal hypothesis. Then,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| S D |  |  | r |  |  |  | ! |  | D |  | 6 c p |  |  |
|  | k | | |  |
| E[L | (hS)] |  | 1 + | 8 | |  |  | L |  | (h?) + | d | + k m 1=(d+1): |
|  |  |  |  |  |  |

1. Prove the following lemma.

lemma 19.6 Let C1; : : : ; Cr be a collection of subsets of some domain set, X . Let S be a sequence of m points sampled i.i.d. according to some probability

distribution, D over X . Then, for every k 2,

1. 3

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | E | 4 |  | X | P[Ci] | 5 |  | 2rk |  |
|  | j |  |  |  |
| S | m | | : |
| m |  |  |  |
|  | D |  |  |  |  |  |  |  |  |

i: Ci\Sj<k

Hints:

Show that

1. 3

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 4 |  | X | 5 | r |  |  |  |  |  |
| S | j | X | j | \ |  | j |  |
|  |  |  | P[Ci] = | S | S | < k] : |
| E |  |  |  | P[Ci] P [ Ci | |  |  |

i: Ci\Sj<k i=1

Fix some i and suppose that k < P[Ci] m=2. Use Cherno 's bound to show that

P [jCi \ Sj < k] P [jCi \ Sj < P[Ci]m=2] e P[Ci] m=8:

S S

Use the inequality maxa ae ma me1 to show that for such i we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | [Ci] P [ | Ci |  | S |  | < k] |  | P[Ci]e P[Ci] m=8 |  | 8 |  | : |
| \ | j |  | me | | |
| S j |  |  |  |  |  |

Conclude the proof by using the fact that for the case k P[Ci] m=2 we clearly have:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | [Ci] P [ | Ci |  | S |  | < k] |  | P[Ci] |  | 2k | : |
| \ | j |  | m | |
| S j |  |  |  |  |  |

1. Nearest Neighbor
   1. We use the notation y p as a shorthand for \y is a Bernoulli random variable with expected value p." Prove the following lemma:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| lemma 19.7 | Let k 10 and let Z1; : : : ; Zk be independent | | | | | | | | | | | | | | | | | | | Bernoulli random | | | | |
|  | k | | k | i |
| that | P | i | |  | i |  |  | k Pi | | | | | |  | i |  |  | 0 |  |  | Pi=1 |
| variables with |  | [Z = 1] = p | | | | . Denote p = | | | 1 |  |  |  |  | p |  | and p | |  | = | |  | 1 |  | Z . Show |
|  |  |  |  |  |  |
| Z1;:::;Zk y | | |  | p 6 | 0 | |  |  | r | | k | | | ! y | | P | p 6 | |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| E P [y = 1[p >1=2]] | | | | | | |  | 8 | | | | |  |  |  |  | [y = 1[p>1=2]]: | | | | | | |  |
|  | 1 + | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Hints:

W.l.o.g. assume that p 1=2. Then, Py p[y 6= 1[p>1=2]] = p. Let y0 = 1[p0>1=2].

Show that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| E | P [y = y0] | | |  | p = | P [p0 > 1=2](1 |  | 2p): |
| Z1;:::;Zk y |  | p | 6 |  |  | Z1;:::;Zk |  |  |
|  |  |  |

Use Cherno 's bound (Lemma [B.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page424)) to show that

P[p0 > 1=2] e k p h( 21p 1);

where

h(a) = (1 + a) log(1 + a) a:

To conclude the proof of the lemma, you can rely on the following inequality (without proving it): For every p 2 [0; 1=2] and k 10:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | (1 2p) e k p + 2 | | | | | | (log(2p)+1) |  |  | | r | k | | | p: |
|  |  |  |  |  |  | k |  |  |  |  |  | 8 | |  |  |
| 3. Fix some p; p0 2 [0; 1] and y0 2 f0; 1g. Show that | | | | | | | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| y | [y = y0] | |  | y |  | [y = y0] + | | j | p |  | p0 | : | |  |  |
| Pp | 6 | Pp0 | | 6 |  | j |  |  |  |  |
|  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |

1. Conclude the proof of the theorem according to the following steps:

As in the proof of Theorem [19.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page262), six some > 0 and let C1; : : : ; Cr be the

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| cover of the set | X | using boxes of length . For each x; x0 | | | | | in the same |
|  |  | p |  | p |  |  |  |
| box we have kx x0k | | | d . Otherwise, kx x0k 2 d. Show that | | | | |

1. 3

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | E[L |  | (hS)] |  | E | 4 | j | | X | [Ci] | | 5 | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | D |  |  |  |  | P |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | S |  | S |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | i: Ci\Sj<k | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | i | S;(x;y) h | | | |  | 6 | j 8 |  |  | 2 |  | k |  |  |  | |  |  | k | | | |  |  |  | i |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | p |  |  |  |
|  |  |  | + max | | | P | |  | hS(x) = y | | |  | j | |  | [k]; |  | x | |  |  | x j(x) | |  |  |  |  | d : | | | (19.3) |
|  | Bound the rst summand using Lemma [19.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page265). | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | To bound the second summand, let us x Sjx | | | | | | | | | | | | | | | | | | |  | and x such that all the k | | | | | | | | | | | |
|  | neighbors of x in Sjx are at distance of at most | | | | | | | | | | | | | | | | | | | | | | p | |  |  |  |  |  |  |  |  |
|  |  | d from x. W.l.o.g | | | | | | | | |
|  | assume that the k NN are x1; : : : ; xk. Denote pi = (xi) and let p = | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
|  | 1 | | Pi pi. Use | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | k |  |  | [h |  | ([x](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page266)) = y] | |  |  |  |  |  | [h | |  |  | (x) = y] + | | | | | |  | p |  | (x) : | | |
|  |  |  |  |  |  | Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page266) to show that | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | E | | P |  |  | S |  |  |  |  | E | | P |  |  | S | |  | 6 |  |  |  |  | j |  | |  |  | j |
|  |  |  | y1;:::;yj y (x) | | | | |  |  |  | 6y1;:::;yj y p | | | | | | |  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
| 19.6 Exercises | 267 |
|  |  |

W.l.o.g. assume that p 1=2. Now use Lemma [19.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page266) to show that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| y1 | ;:::;yj y |  | p | 6 |  |  | r |  | k ! | | | y | P | p | 6 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | P P [hS(x) = y] | | | |  | 1 + | 8 | | |  |  |  |  | [1[p>1=2] | = y]: |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Show that

P [1[p>1=2] 6= y] = p = minfp; 1 pg minf (x); 1 (x)g+ jp (x)j:

y p

Combine all the preceding to obtain that the second summand in Equa-

tion ([19.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page266)) is bounded by

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | 1 + r | | |  |  |  |  | ! LD(h?) + 3 c pd: | | | | | | | | | | | | |  |  |
|  |  |  |  |  |  | k | | |  |  |
|  |  |  |  |  | 8 | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | | | |  | |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Use r = (2= )d to obtain that: | | | | | | | | | |  |  |  |  | ! |  |  |  |  |  |  |  |  |  |  |  |  |
| S | D |  |  | |  |  | r | | |  | | |  |  | D | (h?) + 3 c p | | | | |  |  |  | m | |
|  | k | | | |  |  |  |  |
| E[L |  |  |  |  |  |  |  |  |  | 8 | | |  |  |  |  |  | | + | 2(2= )d k | : |
|  | (hS)] |  |  | 1 + | | |  |  |  |  | L |  | d | |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Set = 2m 1=(d+1) and use | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 c m 1=(d+1) p | | | |  | | + | 2k | | m 1=(d+1) | | | | | | | | | 6cp |  | + k m 1=(d+1) | | | | | | |
| d | | d |
| e | |
| to conclude the proof. | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

1. Neural Networks

An arti cial neural network is a model of computation inspired by the structure of neural networks in the brain. In simpli ed models of the brain, it consists of a large number of basic computing devices (neurons) that are connected to each other in a complex communication network, through which the brain is able to carry out highly complex computations. Arti cial neural networks are formal computation constructs that are modeled after this computation paradigm.

Learning with neural networks was proposed in the mid-20th century. It yields an e ective learning paradigm and has recently been shown to achieve cutting-edge performance on several learning tasks.

A neural network can be described as a directed graph whose nodes correspond to neurons and edges correspond to links between them. Each neuron receives as input a weighted sum of the outputs of the neurons connected to its incoming edges. We focus on feedforward networks in which the underlying graph does not contain cycles.

In the context of learning, we can de ne a hypothesis class consisting of neural network predictors, where all the hypotheses share the underlying graph struc-ture of the network and di er in the weights over edges. As we will show in Section [20.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page271), every predictor over n variables that can be implemented in time T (n) can also be expressed as a neural network predictor of size O(T (n)2), where the size of the network is the number of nodes in it. It follows that the family of hypothesis classes of neural networks of polynomial size can su ce for all practical learning tasks, in which our goal is to learn predictors which can be implemented e ciently. Furthermore, in Section [20.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page274) we will show that the sam-ple complexity of learning such hypothesis classes is also bounded in terms of the size of the network. Hence, it seems that this is the ultimate learning paradigm we would want to adapt, in the sense that it both has a polynomial sample com-plexity and has the minimal approximation error among all hypothesis classes consisting of e ciently implementable predictors.

The caveat is that the problem of training such hypothesis classes of neural net-work predictors is computationally hard. This will be formalized in Section [20.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page276). A widely used heuristic for training neural networks relies on the SGD frame-work we studied in Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184). There, we have shown that SGD is a successful learner if the loss function is convex. In neural networks, the loss function is highly nonconvex. Nevertheless, we can still implement the SGD algorithm and

|  |  |
| --- | --- |
| 20.1 Feedforward Neural Networks | 269 |
|  |  |

hope it will nd a reasonable solution (as happens to be the case in several practical tasks). In Section [20.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page277) we describe how to implement SGD for neural networks. In particular, the most complicated operation is the calculation of the gradient of the loss function with respect to the parameters of the network. We present the backpropagation algorithm that e ciently calculates the gradient.

20.1 Feedforward Neural Networks

The idea behind neural networks is that many neurons can be joined together by communication links to carry out complex computations. It is common to describe the structure of a neural network as a graph whose nodes are the neurons and each (directed) edge in the graph links the output of some neuron to the input of another neuron. We will restrict our attention to feedforward network structures in which the underlying graph does not contain cycles.

A feedforward neural network is described by a directed acyclic graph, G = (V; E), and a weight function over the edges, w : E ! R. Nodes of the graph correspond to neurons. Each single neuron is modeled as a simple scalar func-tion, : R ! R. We will focus on three possible functions for : the sign function, (a) = sign(a), the threshold function, (a) = 1[a>0], and the sig-moid function, (a) = 1=(1 + exp( a)), which is a smooth approximation to the threshold function. We call the \activation" function of the neuron. Each edge in the graph links the output of some neuron to the input of another neuron. The input of a neuron is obtained by taking a weighted sum of the outputs of all the neurons connected to it, where the weighting is according to w.

To simplify the description of the calculation performed by the network, we further assume that the network is organized in layers. That is, the set of nodes can be decomposed into a union of (nonempty) disjoint subsets, V = [Tt=0Vt, such that every edge in E connects some node in Vt 1 to some node in Vt, for some t 2 [T ]. The bottom layer, V0, is called the input layer. It contains n + 1 neurons, where n is the dimensionality of the input space. For every i 2 [n], the output of neuron i in V0 is simply xi. The last neuron in V0 is the \constant" neuron, which always outputs 1. We denote by vt;i the ith neuron of the tth layer and by ot;i(x) the output of vt;i when the network is fed with the input vector x. Therefore, for i 2 [n] we have o0;i(x) = xi and for i = n + 1 we have o0;i(x) = 1. We now proceed with the calculation in a layer by layer manner. Suppose we have calculated the outputs of the neurons at layer t. Then, we can calculate the outputs of the neurons at layer t + 1 as follows. Fix some vt+1;j 2 Vt+1. Let at+1;j(x) denote the input to vt+1;j when the network is fed with the input vector x. Then,

X

at+1;j(x) = w((vt;r; vt+1;j)) ot;r(x);

r: (vt;r;vt+1;j)2E

1. Neural Networks

and

ot+1;j(x) = (at+1;j(x)) :

That is, the input to vt+1;j is a weighted sum of the outputs of the neurons in Vt that are connected to vt+1;j, where weighting is according to w, and the output of vt+1;j is simply the application of the activation function on its input.

Layers V1; : : : ; VT 1 are often called hidden layers. The top layer, VT , is called the output layer. In simple prediction problems the output layer contains a single neuron whose output is the output of the network.

We refer to T as the number of layers in the network (excluding V0), or the \depth" of the network. The size of the network is jV j. The \width" of the network is maxt jVtj. An illustration of a layered feedforward neural network of depth 2, size 10, and width 5, is given in the following. Note that there is a neuron in the hidden layer that has no incoming edges. This neuron will output the constant (0).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Input | Hidden | Output |  |
|  | layer | layer | layer |  |
|  | (V0) | (V1) | (V2) |  |
|  |  | v1;1 |  |  |
| x1 | v0;1 |  |  |  |
|  |  | v1;2 |  |  |
| x2 | v0;2 |  |  |  |
|  |  | v1;3 | v2;1 | Output |
| x3 | v0;3 |  |  |  |
|  |  | v1;4 |  |  |
| constant | v0;4 |  |  |  |
|  |  | v1;5 |  |  |
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20.2 Learning Neural Networks

Once we have speci ed a neural network by (V; E; ; w), we obtain a function hV;E; ;w : RjV0j 1 ! RjVT j. Any set of such functions can serve as a hypothesis class for learning. Usually, we de ne a hypothesis class of neural network predic-tors by xing the graph (V; E) as well as the activation function and letting the hypothesis class be all functions of the form hV;E; ;w for some w : E ! R. The triplet (V; E; ) is often called the architecture of the network. We denote the hypothesis class by

|  |  |
| --- | --- |
| HV;E; = fhV;E; ;w : w is a mapping from E to Rg: | (20.1) |

|  |  |
| --- | --- |
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That is, the parameters specifying a hypothesis in the hypothesis class are the weights over the edges of the network.

We can now study the approximation error, estimation error, and optimization error of such hypothesis classes. In Section [20.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page271) we study the approximation error of HV;E; by studying what type of functions hypotheses in HV;E; can implement, in terms of the size of the underlying graph. In Section [20.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page274) we study the estimation error of HV;E; , for the case of binary classi cation (i.e., VT = 1 and is the sign function), by analyzing its VC dimension. Finally, in Section [20.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page276) we show that it is computationally hard to learn the class HV;E; , even if the underlying graph is small, and in Section [20.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page277) we present the most commonly used heuristic for training HV;E; .

20.3 The Expressive Power of Neural Networks

In this section we study the expressive power of neural networks, namely, what type of functions can be implemented using a neural network. More concretely, we will x some architecture, V; E; , and will study what functions hypotheses in HV;E; can implement, as a function of the size of V .

We start the discussion with studying which type of Boolean functions (i.e., functions from f 1gn to f 1g) can be implemented by HV;E;sign. Observe that for every computer in which real numbers are stored using b bits, whenever we calculate a function f : Rn ! R on such a computer we in fact calculate a function g : f 1gnb ! f 1gb. Therefore, studying which Boolean functions can be implemented by HV;E;sign can tell us which functions can be implemented on a computer that stores real numbers using b bits.

We begin with a simple claim, showing that without restricting the size of the network, every Boolean function can be implemented using a neural network of depth 2.

claim 20.1 For every n, there exists a graph (V; E) of depth 2, such that HV;E;sign contains all functions from f 1gn to f 1g.

Proof We construct a graph with jV0j = n + 1; jV1j = 2n + 1; and jV2j = 1. Let E be all possible edges between adjacent layers. Now, let f : f 1gn ! f 1g be some Boolean function. We need to show that we can adjust the weights so that the network will implement f. Let u1; : : : ; uk be all vectors in f 1gn on which f outputs 1. Observe that for every i and every x 2 f 1gn, if x 6= ui then hx; uii n 2 and if x = ui then hx; uii = n. It follows that the function gi(x) = sign(hx; ui i n + 1) equals 1 if and only if x = ui. It follows that we can adapt the weights between V0 and V1 so that for every i 2 [k], the neuron v1;i implements the function gi(x). Next, we observe that f(x) is the disjunction of

1. Neural Networks

the functions gi(x), and therefore can be written as

k

!

X

f(x) = sign

gi(x) + k 1

;

i=1

which concludes our proof.

The preceding claim shows that neural networks can implement any Boolean function. However, this is a very weak property, as the size of the resulting network might be exponentially large. In the construction given at the proof of Claim [20.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page271), the number of nodes in the hidden layer is exponentially large. This is not an artifact of our proof, as stated in the following theorem.

theorem 20.2 For every n, let s(n) be the minimal integer such that there exists a graph (V; E) with jV j = s(n) such that the hypothesis class HV;E;sign contains all the functions from f0; 1gn to f0; 1g. Then, s(n) is exponential in n. Similar results hold for HV;E; where is the sigmoid function.

Proof Suppose that for some (V; E) we have that HV;E;sign contains all functions from f0; 1gn to f0; 1g. It follows that it can shatter the set of m = 2n vectors in f0; 1gn and hence the VC dimension of HV;E;sign is 2n. On the other hand, the VC dimension of HV;E;sign is bounded by O(jE j log(jEj)) O(jV j3), as we will show in the next section. This implies that jV j (2n=3), which concludes our proof for the case of networks with the sign activation function. The proof for the sigmoid case is analogous. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Remark 20.1 It is possible to derive a similar theorem for HV;E; for any , as long as we restrict the weights so that it is possible to express every weight using a number of bits which is bounded by a universal constant. We can even con-sider hypothesis classes where di erent neurons can employ di erent activation functions, as long as the number of allowed activation functions is also nite.

Which functions can we express using a network of polynomial size? The pre-ceding claim tells us that it is impossible to express all Boolean functions using a network of polynomial size. On the positive side, in the following we show that all Boolean functions that can be calculated in time O(T (n)) can also be expressed by a network of size O(T (n)2).

theorem 20.3 Let T : N ! N and for every n, let Fn be the set of functions that can be implemented using a Turing machine using runtime of at most T (n). Then, there exist constants b; c 2 R+ such that for every n, there is a graph (Vn; En) of size at most c T (n)2 + b such that HVn;En;sign contains Fn.

The proof of this theorem relies on the relation between the time complexity of programs and their circuit complexity (see, for example, Sipser (2006)). In a nutshell, a Boolean circuit is a type of network in which the individual neurons

|  |  |
| --- | --- |
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|  |  |

implement conjunctions, disjunctions, and negation of their inputs. Circuit com-plexity measures the size of Boolean circuits required to calculate functions. The relation between time complexity and circuit complexity can be seen intuitively as follows. We can model each step of the execution of a computer program as a simple operation on its memory state. Therefore, the neurons at each layer of the network will re ect the memory state of the computer at the corresponding time, and the translation to the next layer of the network involves a simple calculation that can be carried out by the network. To relate Boolean circuits to networks with the sign activation function, we need to show that we can implement the operations of conjunction, disjunction, and negation, using the sign activation function. Clearly, we can implement the negation operator using the sign activa-tion function. The following lemma shows that the sign activation function can also implement conjunctions and disjunctions of its inputs.

lemma 20.4 Suppose that a neuron v, that implements the sign activation function, has k incoming edges, connecting it to neurons whose outputs are in f 1g. Then, by adding one more edge, linking a \constant" neuron to v, and by adjusting the weights on the edges to v, the output of v can implement the conjunction or the disjunction of its inputs.

Proof Simply observe that if f : f 1gk ! f 1g is the conjunction func-

Pk

tion, f(x) = ^ixi, then it can be written as f(x) = sign 1 k + i=1 xi . Similarly, the disjunction function, f(x) = \_ixi, can be written as f(x) =

|  |  |  |
| --- | --- | --- |
| sign k 1 + | Pi=1 xi | . |
|  | k |  |

So far we have discussed Boolean functions. In Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page282) we show that neural networks are universal approximators. That is, for every xed precision param-eter, > 0, and every Lipschitz function f : [ 1; 1]n ! [ 1; 1], it is possible to construct a network such that for every input x 2 [ 1; 1]n, the network outputs a number between f(x) and f(x) + . However, as in the case of Boolean functions, the size of the network here again cannot be polynomial in n. This is formalized in the following theorem, whose proof is a direct corollary of Theo-rem [20.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page272) and is left as an exercise.

theorem 20.5 Fix some 2 (0; 1). For every n, let s(n) be the minimal integer such that there exists a graph (V; E) with jV j = s(n) such that the hypothesis class HV;E; , with being the sigmoid function, can approximate, to within precision of , every 1-Lipschitz function f : [ 1; 1]n ! [ 1; 1]. Then s(n) is exponential in n.

20.3.1 Geometric Intuition

We next provide several geometric illustrations of functions f : R2 ! f 1g and show how to express them using a neural network with the sign activation function.

1. Neural Networks

Let us start with a depth 2 network, namely, a network with a single hidden layer. Each neuron in the hidden layer implements a halfspace predictor. Then, the single neuron at the output layer applies a halfspace on top of the binary outputs of the neurons in the hidden layer. As we have shown before, a halfspace can implement the conjunction function. Therefore, such networks contain all hypotheses which are an intersection of k 1 halfspaces, where k is the number of neurons in the hidden layer; namely, they can express all convex polytopes with k 1 faces. An example of an intersection of 5 halfspaces is given in the following.
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We have shown that a neuron in layer V2 can implement a function that indicates whether x is in some convex polytope. By adding one more layer, and letting the neuron in the output layer implement the disjunction of its inputs, we get a network that computes the union of polytopes. An illustration of such a function is given in the following.
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20.4 The Sample Complexity of Neural Networks

Next we discuss the sample complexity of learning the class HV;E; . Recall that the fundamental theorem of learning tells us that the sample complexity of learn-ing a hypothesis class of binary classi ers depends on its VC dimension. There-fore, we focus on calculating the VC dimension of hypothesis classes of the form HV;E; , where the output layer of the graph contains a single neuron.

We start with the sign activation function, namely, with HV;E;sign. What is the VC dimension of this class? Intuitively, since we learn jEj parameters, the VC dimension should be order of jEj. This is indeed the case, as formalized by the following theorem.

theorem 20.6 The VC dimension of HV;E;sign is O(jEj log(jEj)).

|  |  |
| --- | --- |
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Proof To simplify the notation throughout the proof, let us denote the hy-pothesis class by H. Recall the de nition of the growth function, H(m), from Section [6.5.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page73). This function measures maxC X:jC j=m jHC j, where HC is the re-striction of H to functions from C to f0; 1g. We can naturally extend the de - nition for a set of functions from X to some nite set Y, by letting HC be the restriction of H to functions from C to Y, and keeping the de nition of H(m) intact.

Our neural network is de ned by a layered graph. Let V0; : : : ; VT be the layers of the graph. Fix some t 2 [T ]. By assigning di erent weights on the edges between Vt 1 and Vt, we obtain di erent functions from RjVt 1j ! f 1gjVtj. Let H(t) be the class of all possible such mappings from RjVt 1j ! f 1gjVtj. Then,

1. can be written as a composition, H = H(T ) : : : H(1). In Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page282) we show that the growth function of a composition of hypothesis classes is bounded by the products of the growth functions of the individual classes. Therefore,

T

Y

H(m) H(t) (m):

t=1

In addition, each H(t) can be written as a product of function classes, H(t) = H(t;1) H(t;jVtj), where each H(t;j) is all functions from layer t 1 to f 1g that the jth neuron of layer t can implement. In Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page282) we bound product classes, and this yields

jVtj

Y

H(t) (m) H(t;i) (m):

i=1

Let dt;i be the number of edges that are headed to the ith neuron of layer t. Since the neuron is a homogenous halfspace hypothesis and the VC dimension of homogenous halfspaces is the dimension of their input, we have by Sauer's lemma that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| H(t;i) (m) | dt;i | |  | dt;i | (em) t;i : |
|  |  | em |  | d |
|  |  |  |  |
| Overall, we obtained that |  |  |  |  |  |
| H(m) (em)Pt;i dt;i | | | | | = (em)jEj: |

Now, assume that there are m shattered points. Then, we must have H(m) = 2m, from which we obtain

2m (em)jEj ) m jEj log(em)= log(2):

The claim follows by Lemma [A.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419).

Next, we consider HV;E; , where is the sigmoid function. Surprisingly, it turns out that the VC dimension of HV;E; is lower bounded by (jEj2) (see Exercise [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page282).) That is, the VC dimension is the number of tunable parameters squared. It is also possible to upper bound the VC dimension by O(jV j2 jEj2), but the proof is beyond the scope of this book. In any case, since in practice
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we only consider networks in which the weights have a short representation as oating point numbers with O(1) bits, by using the discretization trick we easily

obtain that such networks have a VC dimension of O(jEj), even if we use the sigmoid activation function.

20.5 The Runtime of Learning Neural Networks

In the previous sections we have shown that the class of neural networks with an underlying graph of polynomial size can express all functions that can be imple-mented e ciently, and that the sample complexity has a favorable dependence on the size of the network. In this section we turn to the analysis of the time complexity of training neural networks.

We rst show that it is NP hard to implement the ERM rule with respect to HV;E;sign even for networks with a single hidden layer that contain just 4 neurons in the hidden layer.

theorem 20.7 Let k 3. For every n, let (V; E) be a layered graph with n input nodes, k + 1 nodes at the (single) hidden layer, where one of them is the constant neuron, and a single output node. Then, it is NP hard to implement the ERM rule with respect to HV;E;sign.

The proof relies on a reduction from the k-coloring problem and is left as Exercise [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page283).

One way around the preceding hardness result could be that for the purpose of learning, it may su ce to nd a predictor h 2 H with low empirical error, not necessarily an exact ERM. However, it turns out that even the task of nd-ing weights that result in close-to-minimal empirical error is computationally infeasible (see (Bartlett & Ben-David 2002)).

One may also wonder whether it may be possible to change the architecture of the network so as to circumvent the hardness result. That is, maybe ERM with respect to the original network structure is computationally hard but ERM with respect to some other, larger, network may be implemented e ciently (see Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100) for examples of such cases). Another possibility is to use other acti-vation functions (such as sigmoids, or any other type of e ciently computable activation functions). There is a strong indication that all of such approaches are doomed to fail. Indeed, under some cryptographic assumption, the problem of learning intersections of halfspaces is known to be hard even in the repre-sentation independent model of learning (see Klivans & Sherstov (2006)). This implies that, under the same cryptographic assumption, any hypothesis class which contains intersections of halfspaces cannot be learned e ciently.

A widely used heuristic for training neural networks relies on the SGD frame-work we studied in Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184). There, we have shown that SGD is a successful learner if the loss function is convex. In neural networks, the loss function is highly nonconvex. Nevertheless, we can still implement the SGD algorithm and

|  |  |
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hope it will nd a reasonable solution (as happens to be the case in several practical tasks).

20.6 SGD and Backpropagation

The problem of nding a hypothesis in HV;E; with a low risk amounts to the problem of tuning the weights over the edges. In this section we show how to apply a heuristic search for good weights using the SGD algorithm. Throughout this section we assume that is the sigmoid function, (a) = 1=(1 + e a), but the derivation holds for any di erentiable scalar function.

Since E is a nite set, we can think of the weight function as a vector w 2 RjEj. Suppose the network has n input neurons and k output neurons, and denote by hw : Rn ! Rk the function calculated by the network if the weight function is de ned by w. Let us denote by (hw(x); y) the loss of predicting hw(x) when the target is y 2 Y. For concreteness, we will take to be the squared loss, (hw(x); y) = 12 khw(x) yk2; however, similar derivation can be obtained for every di erentiable function. Finally, given a distribution D over the examples domain, Rn Rk, let LD(w) be the risk of the network, namely,

LD(w) = E [ (hw(x); y)] :

(x;y) D

Recall the SGD algorithm for minimizing the risk function LD(w). We repeat the pseudocode from Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184) with a few modi cations, which are relevant to the neural network application because of the nonconvexity of the objective function. First, while in Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184) we initialized w to be the zero vector, here we initialize w to be a randomly chosen vector with values close to zero. This is because an initialization with the zero vector will lead all hidden neurons to have the same weights (if the network is a full layered network). In addition, the hope is that if we repeat the SGD procedure several times, where each time we initialize the process with a new random vector, one of the runs will lead to a good local minimum. Second, while a xed step size, , is guaranteed to be good enough for convex problems, here we utilize a variable step size, t, as de ned in Section [14.4.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page194). Because of the nonconvexity of the loss function, the choice of the sequence t is more signi cant, and it is tuned in practice by a trial and error manner. Third, we output the best performing vector on a validation set. In addition, it is sometimes helpful to add regularization on the weights, with parameter . That is, we try to minimize LD(w) + 2 kwk2. Finally, the gradient does not have a closed form solution. Instead, it is implemented using the backpropagation algorithm, which will be described in the sequel.
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SGD for Neural Networks

parameters:

number of iterations

step size sequence 1; 2; : : : ;

regularization parameter > 0

input:

layered graph (V; E)

di erentiable activation function : R ! R

initialize:

choose w(1) 2 RjEj at random

(from a distribution s.t. w(1) is close enough to 0)

for i = 1; 2; : : : ;

sample (x; y) D

calculate gradient vi = backpropagation(x; y; w; (V; E); )

update w(i+1) = w(i) i(vi + w(i))

output:

w is the best performing w(i) on a validation set

Backpropagation

input:

example (x; y), weight vector w, layered graph (V; E), activation function : R ! R

initialize:

denote layers of the graph V0; : : : ; VT where Vt = fvt;1; : : : ; vt;kt g de ne Wt;i;j as the weight of (vt;j; vt+1;i)

(where we set Wt;i;j = 0 if (vt;j; vt+1;i) 2= E)

forward:

set o0 = x

for t = 1; : : : ; T

for i = 1; : : : ; kt

set a = Pkt 1 W o

t;i j=1 t 1;i;j t 1;j

set ot;i = (at;i)

backward:

set T = oT y

for t = T 1; T 2; : : : ; 1

for i = 1; : : : ; kt

t;i = Pkt+1 Wt;j;i t+1;j 0(at+1;j)

j=1

output:

foreach edge (vt 1;j; vt;i) 2 E

set the partial derivative to t;i 0(at;i) ot 1;j

|  |  |
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Explaining How Backpropagation Calculates the Gradient:

We next explain how the backpropagation algorithm calculates the gradient of the loss function on an example (x; y) with respect to the vector w. Let us rst recall a few de nitions from vector calculus. Each element of the gradient is the partial derivative with respect to the variable in w corresponding to one of the edges of the network. Recall the de nition of a partial derivative. Given a function f : Rn ! R, the partial derivative with respect to the ith variable at w is obtained by xing the values of w1; : : : ; wi 1; wi+1; wn, which yields the scalar function g : R ! R de ned by g(a) = f((w1; : : : ; wi 1; wi + a; wi+1; : : : ; wn)), and then taking the derivative of g at 0. For a function with multiple outputs,

1. : Rn ! Rm, the Jacobian of f at w 2 Rn, denoted Jw(f), is the m n matrix whose i; j element is the partial derivative of fi : Rn ! R w.r.t. its jth variable at w. Note that if m = 1 then the Jacobian matrix is the gradient of the function (represented as a row vector). Two examples of Jacobian calculations, which we will later use, are as follows.

Let f(w) = Aw for A 2 Rm;n. Then Jw(f) = A.

For every n, we use the notation to denote the function from Rn to Rn

which applies the sigmoid function element-wise. That is, = ( ) means

that for every i we have i = ( i) = 1 . It is easy to verify

1+exp( i)

that J ( ) is a diagonal matrix whose (i; i) entry is 0( i), where 0 is the derivative function of the (scalar) sigmoid function, namely, 0( i) =

1 . We also use the notation diag( 0( )) to denote this

(1+exp( i))(1+exp( i))

matrix.

The chain rule for taking the derivative of a composition of functions can be written in terms of the Jacobian as follows. Given two functions f : Rn ! Rm and g : Rk ! Rn, we have that the Jacobian of the composition function, (f g) : Rk ! Rm, at w, is

Jw(f g) = Jg(w)(f)Jw(g):

For example, for g(w) = Aw, where A 2 Rn;k, we have that

Jw( g) = diag( 0(Aw)) A:

To describe the backpropagation algorithm, let us rst decompose V into the

layers of the graph, V = [Tt=0Vt. For every t, let us write Vt = fvt;1; : : : ; vt;kt g, where kt = jVtj. In addition, for every t denote Wt 2 Rkt+1;kt a matrix which

gives a weight to every potential edge between Vt and Vt+1. If the edge exists in

1. then we set Wt;i;j to be the weight, according to w, of the edge (vt;j; vt+1;i). Otherwise, we add a \phantom" edge and set its weight to be zero, Wt;i;j = 0. Since when calculating the partial derivative with respect to the weight of some edge we x all other weights, these additional \phantom" edges have no e ect

on the partial derivative with respect to existing edges. It follows that we can assume, without loss of generality, that all edges exist, that is, E = [t(Vt Vt+1).
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Next, we discuss how to calculate the partial derivatives with respect to the edges from Vt 1 to Vt, namely, with respect to the elements in Wt 1. Since we x all other weights of the network, it follows that the outputs of all the neurons in Vt 1 are xed numbers which do not depend on the weights in Wt 1. Denote the corresponding vector by ot 1. In addition, let us denote by `t : Rkt ! R the loss function of the subnetwork de ned by layers Vt; : : : ; VT as a function of the outputs of the neurons in Vt. The input to the neurons of Vt can be written as at = Wt 1ot 1 and the output of the neurons of Vt is ot = (at). That is, for every j we have ot;j = (at;j). We obtain that the loss, as a function of Wt 1, can be written as

gt(Wt 1) = `t(ot) = `t( (at)) = `t( (Wt 1ot 1)):

It would be convenient to rewrite this as follows. Let wt 1 2 Rkt 1kt be the column vector obtained by concatenating the rows of Wt 1 and then taking the transpose of the resulting long vector. De ne by Ot 1 the kt (kt 1kt) matrix

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 | ot> 1 | 0 |  |  | 0 |  | 1 |  |  |
|  | 0 | ot> | 1 | 0 |  |  |  |
| Ot 1 = | B | .. | .. |  | .. | .. |  | C | : | (20.2) |
|  | B | . | . |  | . . | |  | C |  |  |
|  | B |  |  |  |  |  |  | C |  |  |
|  | B |  |  |  |  |  |  | C |  |  |
|  | B | 0 | 0 |  |  | ot> | 1 | C |  |  |
|  | @ |  |  |  |  |  |  | A |  |  |

Then, Wt 1ot 1 = Ot 1wt 1, so we can also write

gt(wt 1) = `t( (Ot 1 wt 1)):

Therefore, applying the chain rule, we obtain that

Jwt 1 (gt) = J (Ot 1wt 1)(`t) diag( 0(Ot 1wt 1)) Ot 1:

Using our notation we have ot = (Ot 1wt 1) and at = Ot 1wt 1, which yields

Jwt 1 (gt) = Jot (`t) diag( 0(at)) Ot 1:

Let us also denote t = Jot (`t). Then, we can further rewrite the preceding as

Jwt 1 (gt) = t;1 0(at;1) o>t 1 ; : : : ; t;kt 0(at;kt ) o>t 1 : (20.3)

It is left to calculate the vector t = Jot (`t) for every t. This is the gradient of `t at ot. We calculate this in a recursive manner. First observe that for the last layer we have that `T (u) = (u; y), where is the loss function. Since we assume that (u; y) = 12 ku yk2 we obtain that Ju(`T ) = (u y). In particular, T = JoT (`T ) = (oT y). Next, note that

`t(u) = `t+1( (Wtu)):

Therefore, by the chain rule,

Ju(`t) = J (Wtu)(`t+1)diag( 0(Wtu))Wt:

|  |  |
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In particular,

t = Jot (`t) = J (Wtot)(`t+1)diag( 0(Wtot))Wt

* 1. Jot+1 (`t+1)diag( 0(at+1))Wt
  2. t+1 diag( 0(at+1))Wt:

In summary, we can rst calculate the vectors fat; otg from the bottom of the network to its top. Then, we calculate the vectors f tg from the top of the network back to its bottom. Once we have all of these vectors, the partial derivatives are easily obtained using Equation ([20.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page280)). We have thus shown that the pseudocode of backpropagation indeed calculates the gradient.

20.7 Summary

Neural networks over graphs of size s(n) can be used to describe hypothesis

p

classes of all predictors that can be implemented in runtime of O( s(n)). We have also shown that their sample complexity depends polynomially on s(n) (speci cally, it depends on the number of edges in the network). Therefore, classes of neural network hypotheses seem to be an excellent choice. Regrettably, the problem of training the network on the basis of training data is computationally hard. We have presented the SGD framework as a heuristic approach for training neural networks and described the backpropagation algorithm which e ciently calculates the gradient of the loss function with respect to the weights over the edges.

20.8 Bibliographic Remarks

Neural networks were extensively studied in the 1980s and early 1990s, but with mixed empirical success. In recent years, a combination of algorithmic advance-ments, as well as increasing computational power and data size, has led to a breakthrough in the e ectiveness of neural networks. In particular, \deep net-works" (i.e., networks of more than 2 layers) have shown very impressive practical performance on a variety of domains. A few examples include convolutional net-works (Lecun & Bengio 1995), restricted Boltzmann machines (Hinton, Osindero & Teh 2006), auto-encoders (Ranzato, Huang, Boureau & Lecun 2007, Bengio & LeCun 2007, Collobert & Weston 2008, Lee, Grosse, Ranganath & Ng 2009, Le, Ranzato, Monga, Devin, Corrado, Chen, Dean & Ng 2012), and sum-product networks (Livni, Shalev-Shwartz & Shamir 2013, Poon & Domingos 2011). See also (Bengio 2009) and the references therein.

The expressive power of neural networks and the relation to circuit complexity have been extensively studied in (Parberry 1994). For the analysis of the sample complexity of neural networks we refer the reader to (Anthony & Bartlet 1999). Our proof technique of Theorem [20.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page274) is due to Kakade and Tewari lecture notes.
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Klivans & Sherstov (2006) have shown that for any c > 0, intersections of nc halfspaces over f 1gn are not e ciently PAC learnable, even if we allow repre-sentation independent learning. This hardness result relies on the cryptographic assumption that there is no polynomial time solution to the unique-shortest-vector problem. As we have argued, this implies that there cannot be an e cient algorithm for training neural networks, even if we allow larger networks or other activation functions that can be implemented e ciently.

The backpropagation algorithm has been introduced in Rumelhart, Hinton & Williams (1986).

20.9 Exercises

1. Neural Networks are universal approximators: Let f : [ 1; 1]n ! [ 1; 1] be a -Lipschitz function. Fix some > 0. Construct a neural net-work N : [ 1; 1]n ! [ 1; 1], with the sigmoid activation function, such that for every x 2 [ 1; 1]n it holds that jf(x) N(x)j .

Hint: Similarly to the proof of Theorem [19.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page262), partition [ 1; 1]n into small boxes. Use the Lipschitzness of f to show that it is approximately constant at each box. Finally, show that a neural network can rst decide which box the input vector belongs to, and then predict the averaged value of f at that box.

1. Prove Theorem [20.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page273).

Hint: For every f : f 1; 1gn ! f 1; 1g construct a 1-Lipschitz function

g : [ 1; 1]n ! [ 1; 1] such that if you can approximate g then you can express f.

1. Growth function of product: For i = 1; 2, let Fi be a set of functions from X to Yi. De ne H = F1 F2 to be the Cartesian product class. That is, for every f1 2 F1 and f2 2 F2, there exists h 2 H such that h(x) = (f1(x); f2(x)). Prove that H(m) F1 (m) F2 (m).
2. Growth function of composition: Let F1 be a set of functions from X to Z and let F2 be a set of functions from Z to Y. Let H = F2 F1 be the composition class. That is, for every f1 2 F1 and f2 2 F2, there exists h 2 H such that h(x) = f2(f1(x)). Prove that H(m) F2 (m) F1 (m).
3. VC of sigmoidal networks: In this exercise we show that there is a graph

(V; E) such that the VC dimension of the class of neural networks over these

graphs with the sigmoid activation function is (jEj2). Note that for every > 0, the sigmoid activation function can approximate the threshold activation function, 1[Pi xi], up to accuracy . To simplify the presentation, throughout the exercise we assume that we can exactly implement the activation function 1[Pi xi>0] using a sigmoid activation function.

Fix some n.

* 1. Construct a network, N1, with O(n) weights, which implements a function from R to f0; 1gn and satis es the following property. For every x 2 f0; 1gn,

|  |  |
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if we feed the network with the real number 0:x1x2 : : : xn, then the output of the network will be x.

Hint: Denote = 0:x1x2 : : : xn and observe that 10k 0:5 is at least 0:5

if xk = 1 and is at most 0:3 if xk = 1.

* 1. Construct a network, N2, with O(n) weights, which implements a function from [n] to f0; 1gn such that N2(i) = ei for all i. That is, upon receiving the input i, the network outputs the vector of all zeros except 1 at the i'th neuron.
  2. Let 1; : : : ; n be n real numbers such that every i is of the form 0:a(1i)a(2i) : : : a(ni), with a(ji) 2 f0; 1g. Construct a network, N3, with O(n) weights, which im-plements a function from [n] to R, and satis es N2(i) = i for every i 2 [n].
  3. Combine N1; N3 to obtain a network that receives i 2 [n] and output a(i).
  4. Construct a network N4 that receives (i; j) 2 [n] [n] and outputs a(ji). Hint: Observe that the AND function over f0; 1g2 can be calculated using O(1) weights.
  5. Conclude that there is a graph with O(n) weights such that the VC di-mension of the resulting hypothesis class is n2.

1. Prove Theorem [20.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page276).

Hint: The proof is similar to the hardness of learning intersections of halfs-paces { see Exercise [32](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page111) in Chapter [8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page100).

Part III

Additional Learning Models

1. Online Learning

In this chapter we describe a di erent model of learning, which is called online learning. Previously, we studied the PAC learning model, in which the learner rst receives a batch of training examples, uses the training set to learn a hy-pothesis, and only when learning is completed uses the learned hypothesis for predicting the label of new examples. In our papayas learning problem, this means that we should rst buy a bunch of papayas and taste them all. Then, we use all of this information to learn a prediction rule that determines the taste of new papayas. In contrast, in online learning there is no separation between a training phase and a prediction phase. Instead, each time we buy a papaya, it is rst considered a test example since we should predict whether it is going to taste good. Then, after taking a bite from the papaya, we know the true label, and the same papaya can be used as a training example that can help us improve our prediction mechanism for future papayas.

Concretely, online learning takes place in a sequence of consecutive rounds. On each online round, the learner rst receives an instance (the learner buys a papaya and knows its shape and color, which form the instance). Then, the learner is required to predict a label (is the papaya tasty?). At the end of the round, the learner obtains the correct label (he tastes the papaya and then knows whether it is tasty or not). Finally, the learner uses this information to improve his future predictions.

To analyze online learning, we follow a similar route to our study of PAC learning. We start with online binary classi cation problems. We consider both the realizable case, in which we assume, as prior knowledge, that all the labels are generated by some hypothesis from a given hypothesis class, and the unrealizable case, which corresponds to the agnostic PAC learning model. In particular, we present an important algorithm called Weighted-Majority. Next, we study online learning problems in which the loss function is convex. Finally, we present the Perceptron algorithm as an example of the use of surrogate convex loss functions in the online learning model.

1. Online Learning

21.1 Online Classi cation in the Realizable Case

Online learning is performed in a sequence of consecutive rounds, where at round t the learner is given an instance, xt, taken from an instance domain X , and is required to provide its label. We denote the predicted label by pt. After predicting the label, the correct label, yt 2 f0; 1g, is revealed to the learner. The learner's goal is to make as few prediction mistakes as possible during this process. The learner tries to deduce information from previous rounds so as to improve its predictions on future rounds.

Clearly, learning is hopeless if there is no correlation between past and present rounds. Previously in the book, we studied the PAC model in which we assume that past and present examples are sampled i.i.d. from the same distribution source. In the online learning model we make no statistical assumptions regard-ing the origin of the sequence of examples. The sequence is allowed to be deter-ministic, stochastic, or even adversarially adaptive to the learner's own behavior (as in the case of spam e-mail ltering). Naturally, an adversary can make the number of prediction mistakes of our online learning algorithm arbitrarily large. For example, the adversary can present the same instance on each online round, wait for the learner's prediction, and provide the opposite label as the correct label.

To make nontrivial statements we must further restrict the problem. The real-izability assumption is one possible natural restriction. In the realizable case, we assume that all the labels are generated by some hypothesis, h? : X ! Y. Fur-thermore, h? is taken from a hypothesis class H, which is known to the learner. This is analogous to the PAC learning model we studied in Chapter [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page43). With this restriction on the sequence, the learner should make as few mistakes as possible, assuming that both h? and the sequence of instances can be chosen by an ad-versary. For an online learning algorithm, A, we denote by MA(H) the maximal number of mistakes A might make on a sequence of examples which is labeled by some h? 2 H. We emphasize again that both h? and the sequence of instances can be chosen by an adversary. A bound on MA(H) is called a mistake-bound and we will study how to design algorithms for which MA(H) is minimal. Formally:

definition 21.1 (Mistake Bounds, Online Learnability) Let H be a hypoth-esis class and let A be an online learning algorithm. Given any sequence S = (x1; h?(y1)); : : : ; (xT ; h?(yT )), where T is any integer and h? 2 H, let MA(S) be the number of mistakes A makes on the sequence S. We denote by MA(H) the supremum of MA(S) over all sequences of the above form. A bound of the form MA(H) B < 1 is called a mistake bound. We say that a hypothesis class H is online learnable if there exists an algorithm A for which MA(H) B < 1.

Our goal is to study which hypothesis classes are learnable in the online model, and in particular to nd good learning algorithms for a given hypothesis class.

Remark 21.1 Throughout this section and the next, we ignore the computa-
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tional aspect of learning, and do not restrict the algorithms to be e cient. In Section [21.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page300) and Section [21.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page301) we study e cient online learning algorithms.

To simplify the presentation, we start with the case of a nite hypothesis class, namely, jHj < 1.

In PAC learning, we identi ed ERM as a good learning algorithm, in the sense that if H is learnable then it is learnable by the rule ERMH. A natural learning rule for online learning is to use (at any online round) any ERM hypothesis, namely, any hypothesis which is consistent with all past examples.

Consistent

input: A nite hypothesis class H

initialize: V1 = H

for t = 1; 2; : : :

receive xt

choose any h 2 Vt

predict pt = h(xt)

receive true label yt = h?(xt)

update Vt+1 = fh 2 Vt : h(xt) = ytg

The Consistent algorithm maintains a set, Vt, of all the hypotheses which are consistent with (x1; y1); : : : ; (xt 1; yt 1). This set is often called the version space. It then picks any hypothesis from Vt and predicts according to this hy-pothesis.

Obviously, whenever Consistent makes a prediction mistake, at least one hypothesis is removed from Vt. Therefore, after making M mistakes we have jVtj jHj M. Since Vt is always nonempty (by the realizability assumption it contains h?) we have 1 jVtj jHj M. Rearranging, we obtain the following:

corollary 21.2 Let H be a nite hypothesis class. The Consistent algorithm enjoys the mistake bound MConsistent(H) jHj 1.

It is rather easy to construct a hypothesis class and a sequence of examples on which Consistent will indeed make jHj 1 mistakes (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page305)). Therefore, we present a better algorithm in which we choose h 2 Vt in a smarter way. We shall see that this algorithm is guaranteed to make exponentially fewer mistakes.

Halving

input: A nite hypothesis class H

initialize: V1 = H

for t = 1; 2; : : :

receive xt

predict pt = argmaxr2f0;1g jfh 2 Vt : h(xt) = rgj

(in case of a tie predict pt = 1)

receive true label yt = h?(xt)

update Vt+1 = fh 2 Vt : h(xt) = ytg

1. Online Learning

theorem 21.3 Let H be a nite hypothesis class. The Halving algorithm enjoys the mistake bound MHalving(H) log2(jHj).

Proof We simply note that whenever the algorithm errs we have jVt+1j jVtj=2, (hence the name Halving). Therefore, if M is the total number of mistakes, we have

1. jVT +1j jHj 2 M :

Rearranging this inequality we conclude our proof.

Of course, Halving's mistake bound is much better than Consistent's mistake bound. We already see that online learning is di erent from PAC learning|while in PAC, any ERM hypothesis is good, in online learning choosing an arbitrary ERM hypothesis is far from being optimal.

21.1.1 Online Learnability

We next take a more general approach, and aim at characterizing online learn-ability. In particular, we target the following question: What is the optimal online learning algorithm for a given hypothesis class H?

We present a dimension of hypothesis classes that characterizes the best achiev-able mistake bound. This measure was proposed by Nick Littlestone and we therefore refer to it as Ldim(H).

To motivate the de nition of Ldim it is convenient to view the online learning process as a game between two players: the learner versus the environment. On round t of the game, the environment picks an instance xt, the learner predicts a label pt 2 f0; 1g, and nally the environment outputs the true label, yt 2 f0; 1g. Suppose that the environment wants to make the learner err on the rst T rounds of the game. Then, it must output yt = 1 pt, and the only question is how it should choose the instances xt in such a way that ensures that for some h? 2 H we have yt = h?(xt) for all t 2 [T ].

A strategy for an adversarial environment can be formally described as a binary tree, as follows. Each node of the tree is associated with an instance from X . Initially, the environment presents to the learner the instance associated with the root of the tree. Then, if the learner predicts pt = 1 the environment will declare that this is a wrong prediction (i.e., yt = 0) and will traverse to the right child of the current node. If the learner predicts pt = 0 then the environment will set yt = 1 and will traverse to the left child. This process will continue and at each round, the environment will present the instance associated with the current node.

Formally, consider a complete binary tree of depth T (we de ne the depth of the tree as the number of edges in a path from the root to a leaf). We have 2T +1 1 nodes in such a tree, and we attach an instance to each node. Let v1; : : : ; v2T +1 1 be these instances. We start from the root of the tree, and set x1 = v1. At round t, we set xt = vit where it is the current node. At the end of
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|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | v1 |  |  |  |  |  |
|  |  | h1 | h2 | h3 | h4 |
|  |  |  |
|  |  |  |  |  |  |  |
| v2 | v3 | v1 | 0 | 0 | 1 | 1 |
| v2 | 0 | 1 |  |  |
|  |  |
|  |  | v3 |  |  | 0 | 1 |

Figure 21.1 An illustration of a shattered tree of depth 2. The dashed path corresponds to the sequence of examples ((v1; 1); (v3; 0)). The tree is shattered by H = fh1; h2; h3; h4g, where the predictions of each hypothesis in H on the instances v1; v2; v3 is given in the table (the '\*' mark means that hj(vi) can be either 1 or 0).

round t, we go to the left child of it if yt = 0 or to the right child if yt = 1. That

is, it+1 = 2it +yt. Unraveling the recursion we obtain it = 2t 1 +Pt 1 yj 2t 1 j.

j=1

The preceding strategy for the environment succeeds only if for every (y1; : : : ; yT ) there exists h 2 H such that yt = h(xt) for all t 2 [T ]. This leads to the following de nition.

definition 21.4 (H Shattered Tree) A shattered tree of depth d is a sequence of instances v1; : : : ; v2d 1 in X such that for every labeling (y1; : : : ; yd) 2 f0; 1gd

there exists h 2 H such that for all t 2 [d] we have h(vit ) = yt where it = 2t 1 + Pt 1 y 2t 1 j.

j=1 j

An illustration of a shattered tree of depth 2 is given in Figure [21.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page291).

definition 21.5 (Littlestone's Dimension (Ldim)) Ldim(H) is the maximal integer T such that there exists a shattered tree of depth T , which is shattered by H.

The de nition of Ldim and the discussion above immediately imply the fol-lowing:

lemma 21.6 No algorithm can have a mistake bound strictly smaller than Ldim(H); namely, for every algorithm, A, we have MA(H) Ldim(H).
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Let us now give several examples.

Example 21.2 Let H be a nite hypothesis class. Clearly, any tree that is shat-tered by H has depth of at most log2(jHj). Therefore, Ldim(H) log2(jHj). Another way to conclude this inequality is by combining Lemma [21.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page291) with The-orem [21.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page290).

Example 21.3 Let X = f1; : : : ; dg and H = fh1; : : : ; hdg where hj(x) = 1 i

1. Online Learning

x = j. Then, it is easy to show that Ldim(H) = 1 while jHj = d can be arbitrarily large. Therefore, this example shows that Ldim(H) can be signi cantly smaller than log2(jHj).

Example 21.4 Let X = [0; 1] and H = fx 7!1[x<a] : a 2 [0; 1]g; namely, H is the class of thresholds on the interval [0; 1]. Then, Ldim(H) = 1. To see this, consider the tree

![](data:image/jpeg;base64,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)
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This tree is shattered by H. And, because of the density of the reals, this tree can be made arbitrarily deep.

Lemma [21.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page291) states that Ldim(H) lower bounds the mistake bound of any algorithm. Interestingly, there is a standard algorithm whose mistake bound matches this lower bound. The algorithm is similar to the Halving algorithm. Recall that the prediction of Halving is made according to a majority vote of the hypotheses which are consistent with previous examples. We denoted this set by Vt. Put another way, Halving partitions Vt into two sets: Vt+ = fh 2 Vt : h(xt) = 1g and Vt = fh 2 Vt : h(xt) = 0g. It then predicts according to the larger of the two groups. The rationale behind this prediction is that whenever Halving makes a mistake it ends up with jVt+1j 0:5 jVtj.

The optimal algorithm we present in the following uses the same idea, but instead of predicting according to the larger class, it predicts according to the class with larger Ldim.

Standard Optimal Algorithm (SOA)

input: A hypothesis class H

initialize: V1 = H

for t = 1; 2; : : :

receive xt

(r)

for r 2 f0; 1g let Vt = fh 2 Vt : h(xt) = rg

(r)

predict pt = argmaxr2f0;1g Ldim(Vt )

(in case of a tie predict pt = 1)

receive true label yt

update Vt+1 = fh 2 Vt : h(xt) = ytg

The following lemma formally establishes the optimality of the preceding al-gorithm.

|  |  |
| --- | --- |
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|  |  |

lemma 21.7 SOA enjoys the mistake bound MSOA(H) Ldim(H).

Proof It su ces to prove that whenever the algorithm makes a prediction mis-take we have Ldim(Vt+1) Ldim(Vt) 1. We prove this claim by assuming the contrary, that is, Ldim(Vt+1) = Ldim(Vt). If this holds true, then the de nition of pt implies that Ldim(Vt(r)) = Ldim(Vt) for both r = 1 and r = 0. But, then we can construct a shaterred tree of depth Ldim(Vt) + 1 for the class Vt, which leads to the desired contradiction. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Combining Lemma [21.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page292) and Lemma [21.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page291) we obtain:

corollary 21.8 Let H be any hypothesis class. Then, the standard optimal algorithm enjoys the mistake bound MSOA(H) = Ldim(H) and no other algorithm can have MA(H) < Ldim(H).

Comparison to VC Dimension

In the PAC learning model, learnability is characterized by the VC dimension of the class H. Recall that the VC dimension of a class H is the maximal number

1. such that there are instances x1; : : : ; xd that are shattered by H. That is, for any sequence of labels (y1; : : : ; yd) 2 f0; 1gd there exists a hypothesis h 2 H that gives exactly this sequence of labels. The following theorem relates the VC dimension to the Littlestone dimension.

theorem 21.9 For any class H, VCdim(H) Ldim(H), and there are classes for which strict inequality holds. Furthermore, the gap can be arbitrarily larger.

Proof We rst prove that VCdim(H) Ldim(H). Suppose VCdim(H) = d and let x1; : : : ; xd be a shattered set. We now construct a complete binary tree of instances v1; : : : ; v2d 1, where all nodes at depth i are set to be xi { see the following illustration:
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1. Online Learning

21.2 Online Classi cation in the Unrealizable Case

In the previous section we studied online learnability in the realizable case. We now consider the unrealizable case. Similarly to the agnostic PAC model, we no longer assume that all labels are generated by some h? 2 H, but we require the learner to be competitive with the best xed predictor from H. This is captured by the regret of the algorithm, which measures how \sorry" the learner is, in retrospect, not to have followed the predictions of some hypothesis h 2 H. Formally, the regret of an algorithm A relative to h when running on a sequence of T examples is de ned as

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| RegretA | (h; T ) = (x1;y1);:::;(xT ;yT ) | "t=1 jpt ytj | =1 jh(xt) ytj# | ; |  |
|  |  | T | T |  |  |
|  | sup | X | Xt |  | (21.1) |
|  |  |  |  |
| and the regret of the algorithm relative to a hypothesis class H is | | | |  |  |
|  | RegretA(H; T ) = sup RegretA(h; T ): | | |  | (21.2) |
|  |  | h2H |  |  |  |

We restate the learner's goal as having the lowest possible regret relative to H. An interesting question is whether we can derive an algorithm with low regret, meaning that RegretA(H; T ) grows sublinearly with the number of rounds, T , which implies that the di erence between the error rate of the learner and the best hypothesis in H tends to zero as T goes to in nity.

We rst show that this is an impossible mission|no algorithm can obtain a sublinear regret bound even if jHj = 2. Indeed, consider H = fh0; h1g, where h0 is the function that always returns 0 and h1 is the function that always returns

1. An adversary can make the number of mistakes of any online algorithm be equal to T , by simply waiting for the learner's prediction and then providing

the opposite label as the true label. In contrast, for any sequence of true labels, y1; : : : ; yT , let b be the majority of labels in y1; : : : ; yT , then the number of mistakes of hb is at most T =2. Therefore, the regret of any online algorithm

might be at least T T =2 = T =2, which is not sublinear in T . This impossibility result is attributed to Cover (Cover 1965).

To sidestep Cover's impossibility result, we must further restrict the power of the adversarial environment. We do so by allowing the learner to randomize his predictions. Of course, this by itself does not circumvent Cover's impossibil-ity result, since in deriving this result we assumed nothing about the learner's

strategy. To make the randomization meaningful, we force the adversarial envir-onment to decide on yt without knowing the random coins ipped by the learner on round t. The adversary can still know the learner's forecasting strategy and even the random coin ips of previous rounds, but it does not know the actual value of the random coin ips used by the learner on round t. With this (mild) change of game, we analyze the expected number of mistakes of the algorithm,

where the expectation is with respect to the learner's own randomization. That is, if the learner outputs y^t where P[^yt = 1] = pt, then the expected loss he pays

|  |  |
| --- | --- |
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on round t is

P[^yt 6= yt] = jpt ytj:

Put another way, instead of having the predictions of the learner being in f0; 1g we allow them to be in [0; 1], and interpret pt 2 [0; 1] as the probability to predict the label 1 on round t.

With this assumption it is possible to derive a low regret algorithm. In partic-ular, we will prove the following theorem.

theorem 21.10 For every hypothesis class H, there exists an algorithm for online classi cation, whose predictions come from [0; 1], that enjoys the regret bound

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| T | T |  |  |  |
| Xt | X | p |  |  |
| 8h 2 H; | jpt ytj | jh(xt) ytj 2 minflog(jHj) ; Ldim(H) log(eT )g T : | | |
| =1 | t=1 |  |  |  |

Furthermore, no algorithm can achieve an expected regret bound smaller than

p

Ldim(H) T .

We will provide a constructive proof of the upper bound part of the preceding theorem. The proof of the lower bound part can be found in (Ben-David, Pal, & Shalev-Shwartz 2009).

The proof of Theorem [21.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page295) relies on the Weighted-Majority algorithm for learning with expert advice. This algorithm is important by itself and we dedicate the next subsection to it.

21.2.1 Weighted-Majority

Weighted-majority is an algorithm for the problem of prediction with expert ad-vice. In this online learning problem, on round t the learner has to choose the advice of d given experts. We also allow the learner to randomize his choice by de ning a distribution over the d experts, that is, picking a vector w(t) 2 [0; 1]d, with Pi wi(t) = 1, and choosing the ith expert with probability wi(t). After the learner chooses an expert, it receives a vector of costs, vt 2 [0; 1]d, where vt;i is the cost of following the advice of the ith expert. If the learner's predic-tions are randomized, then its loss is de ned to be the averaged cost, namely, Pi wi(t)vt;i = hw(t); vti. The algorithm assumes that the number of rounds T is given. In Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page305) we show how to get rid of this dependence using the doubling trick.

1. Online Learning

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Weighted-Majority | | | |  |  |
| input: number of experts, d ; | | | | | number of rounds, T | | |
|  | |  |  | |  |  |  |
| parameter: = | |  | 2 log(d)=T | |  |  |  |
| ~ (1) |  | (1; : : : ; 1) | |  |  |  |  |
| initialize: w | =p | | |  |  |  |  |
| for t = 1; 2; : : : |  |  |  |  |  |  |  |
| set w(t) = w~(t)=Zt where Zt | | | | | = i w~i(t) |  | [i] = w(t) |
|  |  |  |  | according to | | P |
| choose expert i at random | | | |  | P | i |

receive costs of all experts vt 2 [0; 1]d

pay cost hw(t); vti

update rule 8i; w~i(t+1) = w~i(t)e vt;i

The following theorem is key for analyzing the regret bound of Weighted-Majority.

theorem 21.11 Assuming that T > 2 log(d), the Weighted-Majority algo-rithm enjoys the bound

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | T |  |  |  | T |  |  |  |  |  |  |  |  |
|  | Xt | | (t) | 2 | | X |  |  |  | p |  |  |  |  |
|  |  |  | min | |  | v |  |  |  | 2 log(d) T : | | | |
|  |  | =1hw ; vti | |  | t;i |  |  |
|  |  | i [d] t=1 | | |  |  |  |  |  |  |
| Proof We have: |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | Zt+1 | = log Xi |  | w~(t) | e vt;i | | | = log Xi | | | (t) | e vt;i : | |
| log |  |  |  | i | wi |
|  | Zt | Zt |

Using the inequality e a 1 a + a2=2, which holds for all a 2 (0; 1), and the fact that Pi wi(t) = 1, we obtain

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Zt+1 | log Xi | (t) |  | 1 vt;i + 2vt;i2=2 |  |
| log |  | wi |
| Zt |

1. log 1 X wi(t) vt;i 2vt;i2=2 :

i

| {z }

def

= b

Next, note that b 2 (0; 1). Therefore, taking log of the two sides of the inequality 1 b e b we obtain the inequality log(1 b) b, which holds for all b 1, and obtain

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Zt+1 | Xi | (t) | vt;i 2vt;i2=2 |  |
| log |  | wi |
| Zt |

1. hw(t); vti + 2 X wi(t)vt;i2=2 i

hw(t); vti + 2=2:

|  |  |
| --- | --- |
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Summing this inequality over t we get

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| T | Zt+1 |  | T | T 2 |  |  |
| Xt |  | X |  |
| Zt | 2 : | | (21.3) |
| log(ZT +1) log(Z1) = log | hw(t); vti + |
| =1 |  |  | t=1 |  |  |  |

Next, we lower bound ZT +1. For each i, we can rewrite w~i(T +1) = e Pt vt;i and we get that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| log ZT +1 = log | e | Pt vt;i | ! log maxi e P | t vt;i | = mini | vt;i: |
| i |  |  |  |  |  | t |
| X |  |  |  |  |  | X |

Combining the preceding with Equation ([21.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page297)) and using the fact that log(Z1) = log(d) we get that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | T | |  |  | T 2 | | |
| mini | X |  | Xt | |  |  |
|  |  |  |  |  |
| vt;i log(d) | =1 | hw(t); vti + 2 ; | | | | | |
|  | t |  |  |  |  |  |  |  |
| which can be rearranged as follows: | |  |  |  |  |  |  |  |  |
| T |  |  | log(d) | | T | | | | |
| Xt | hw(t); vti mini | X |
|  |  |  |  |  |  |  |
|  | | + 2 : | | | |  |
| =1 | vt;i |  |
|  | t |  |  |  |  |  |  |  |

Plugging the value of into the equation concludes our proof.

Proof of Theorem [21.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page295)

Equipped with the Weighted-Majority algorithm and Theorem [21.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page296), we are ready to prove Theorem [21.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page295). We start with the simpler case, in which H is

1. nite class, and let us write H = fh1; : : : ; hdg. In this case, we can refer to each hypothesis, hi, as an expert, whose advice is to predict hi(xt), and whose

cost is vt;i = jhi(xt) ytj. The prediction of the algorithm will therefore be pt = Pi wi(t)hi(xt) 2 [0; 1], and the loss is

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| jpt ytj = |  | wi(t)hi(xt) yt = |  | wi(t)(hi(xt) yt) : |
|  | d |  | d |  |
|  | i=1 | i=1 |
|  | X |  | X |  |
|  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Now, if yt = 1, then for all i, hi(xt) yt 0. Therefore, the above equals to Pi wi(t)jhi(xt) ytj. If yt = 0 then for all i, hi(xt) yt 0, and the above also equals Pi wi(t)jhi(xt) ytj. All in all, we have shown that

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  | d |
|  | jpt ytj = | | wi(t)jhi(xt) ytj = hw(t); vti: |
|  |  |  | Xi |
|  |  |  | =1 |
| Furthermore, for each i, | | t vt;i is exactly the number of mistakes hypothesis hi | |
| makes. Applying | Theorem [21.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page296) we obtain | | |
|  | P |  |

1. Online Learning

corollary 21.12 Let H be a nite hypothesis class. There exists an algorithm for online classi cation, whose predictions come from [0; 1], that enjoys the regret

bound

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| T |  |  | T |  |  |  |  |  |  |  |  |
| X |  |  | Xt |  |  |  |  |  | p |  |  |
| jpt ytj h |  | t |  |  |  | tj | jHj | |
|  |  | j | ) | y |  |
|  | min | |  | h(x |  |  |  | 2 log( ) T : | |
| t=1 |  | 2H | =1 |  |  |  |  |  |  |  |  |

Next, we consider the case of a general hypothesis class. Previously, we con-structed an expert for each individual hypothesis. However, if H is in nite this leads to a vacuous bound. The main idea is to construct a set of experts in a more sophisticated way. The challenge is how to de ne a set of experts that, on one hand, is not excessively large and, on the other hand, contains experts that give accurate predictions.

We construct the set of experts so that for each hypothesis h 2 H and every sequence of instances, x1; x2; : : : ; xT , there exists at least one expert in the set which behaves exactly as h on these instances. For each L Ldim(H) and each sequence 1 i1 < i2 < < iL T we de ne an expert. The expert simulates the game between SOA (presented in the previous section) and the environment on the sequence of instances x1; x2; : : : ; xT assuming that SOA makes a mistake precisely in rounds i1; i2; : : : ; iL. The expert is de ned by the following algorithm.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Expert(i1; i2; : : : ; iL) | | | | | |
| input A hypothesis class H ; | | | | | | Indices i1 < i2 < < iL |
| initialize: V1 = H | |  |  |  |  |  |
| for | t = 1; 2; : : : ; T |  |  |  |  |  |
| receive xt | |  |  |  |  |  |
| for r 2 f0; 1g let Vt(r) = fh 2 Vt : h(xt) = rg | | | | | | |
| de ne y~ = argmax | | r | Ldim | V (r) | | |
|  | t |  | 0) | t |  |
|  | (in case of a tie set y~t = | | |
| if | t 2 fi1; i2; : : : ; iLg | | |  |  |  |

predict y^t = 1 y~t

else

predict y^t = y~t

update Vt+1 = Vt(^yt)

Note that each such expert can give us predictions at every round t while only observing the instances x1; : : : ; xt. Our generic online learning algorithm is now an application of the Weighted-Majority algorithm with these experts.

To analyze the algorithm we rst note that the number of experts is

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| d = | Ldim(H) |  | T | : | (21.4) |
| L=0 | L |
|  | X |  |  |  |  |

It can be shown that when T Ldim(H) + 2, the right-hand side of the equation is bounded by (eT =Ldim(H))Ldim(H) (the proof can be found in Lemma [A.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page420)).

|  |  |
| --- | --- |
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Theorem [21.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page296) tells us that the expected number of mistakes of Weighted-Majority

p

is at most the number of mistakes of the best expert plus 2 log(d) T . We will next show that the number of mistakes of the best expert is at most the number of mistakes of the best hypothesis in H. The following key lemma shows that, on any sequence of instances, for each hypothesis h 2 H there exists an expert with the same behavior.

lemma 21.13 Let H be any hypothesis class with Ldim(H) < 1. Let x1; x2; : : : ; xT be any sequence of instances. For any h 2 H, there exists L Ldim(H) and in-dices 1 i1 < i2 < < iL T such that when running Expert(i1; i2; : : : ; iL) on the sequence x1; x2; : : : ; xT , the expert predicts h(xt) on each online round t = 1; 2; : : : ; T .

Proof Fix h 2 H and the sequence x1; x2; : : : ; xT . We must construct L and the

indices i1; i2; : : : ; iL. Consider running SOA on the input (x1; h(x1)), (x2; h(x2)),

1. : :, (xT ; h(xT )). SOA makes at most Ldim(H) mistakes on such input. We de ne L to be the number of mistakes made by SOA and we de ne fi1; i2; : : : ; iLg to be the set of rounds in which SOA made the mistakes.

Now, consider the Expert(i1; i2; : : : ; iL) running on the sequence x1; x2; : : : ; xT . By construction, the set Vt maintained by Expert(i1; i2; : : : ; iL) equals the set Vt maintained by SOA when running on the sequence (x1; h(x1)); : : : ; (xT ; h(xT )).

The predictions of SOA di er from the predictions of h if and only if the round is in fi1; i2; : : : ; iLg. Since Expert(i1; i2; : : : ; iL) predicts exactly like SOA if t is not in fi1; i2; : : : ; iLg and the opposite of SOAs' predictions if t is in fi1; i2; : : : ; iLg, we conclude that the predictions of the expert are always the same as the pre-

dictions of h.

The previous lemma holds in particular for the hypothesis in H that makes the least number of mistakes on the sequence of examples, and we therefore obtain the following:

corollary 21.14 Let (x1; y1); (x2; y2); : : : ; (xT ; yT ) be a sequence of examples and let H be a hypothesis class with Ldim(H) < 1. There exists L Ldim(H) and indices 1 i1 < i2 < < iL T , such that Expert(i1; i2; : : : ; iL) makes at most as many mistakes as the best h 2 H does, namely,

T

X

min jh(xt) ytj

h2H

t=1

mistakes on the sequence of examples.

Together with Theorem [21.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page296), the upper bound part of Theorem [21.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page295) is proven.

1. Online Learning

21.3 Online Convex Optimization

In Chapter [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156) we studied convex learning problems and showed learnability results for these problems in the agnostic PAC learning framework. In this section we show that similar learnability results hold for convex problems in the online learning framework. In particular, we consider the following problem.

Online Convex Optimization

de nitions:

hypothesis class H ; domain Z ; loss function ` : H Z ! R assumptions:

H is convex

8z 2 Z, `( ; z) is a convex function

for t = 1; 2; : : : ; T

learner predicts a vector w(t) 2 H

environment responds with zt 2 Z

learner su ers loss `(w(t); zt)

As in the online classi cation problem, we analyze the regret of the algorithm. Recall that the regret of an online algorithm with respect to a competing hy-pothesis, which here will be some vector w? 2 H, is de ned as

|  |  |  |
| --- | --- | --- |
| T | T |  |
| Xt | X |  |
| RegretA(w?; T ) = | `(w(t); zt)`(w?; zt): | (21.5) |
| =1 | t=1 |  |

As before, the regret of the algorithm relative to a set of competing vectors, H, is de ned as

RegretA(H; T ) = sup RegretA(w?; T ):

w?2H

In Chapter [14](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page184) we have shown that Stochastic Gradient Descent solves convex learning problems in the agnostic PAC model. We now show that a very similar algorithm, Online Gradient Descent, solves online convex learning problems.

Online Gradient Descent

parameter: > 0

initialize: w(1) = 0

for t = 1; 2; : : : ; T

predict w(t)

receive zt and let ft( ) = `( ; zt)

choose vt 2 @ft(w(t))

update:

1. w(t+ 12 ) = w(t) vt
2. w(t+1) = argminw2H kw w(t+ 12 )k

|  |  |
| --- | --- |
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theorem 21.15 The Online Gradient Descent algorithm enjoys the following regret bound for every w? 2 H,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Regret | (w?; T ) | |  | kw?k2 | | | + | |  |  | |  | T | |  | v |  |  | 2: |  |  |  |  |
|  |  |  |  |  |  |  | Xt | | | k | tk | |  |  |  |
| A |  |  |  | 2 | |  |  |  | 2 | |  |  |  |  |  |  |
|  |  |  |  |  |  | =1 | | |  |  |  |  |  |  |
|  | is -Lipschitz for all t, then setting = 1=p | | | | | | | | | | | | | | | | | | | | |  | yields |
| If we further assume that ft | T |
|  | ? |  |  | 1 | |  | ? |  | 2 | |  | 2 | | | p | |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| RegretA(w | | ; T ) | | |  | (kw | | k |  |  | + | | | | ) |  | T : | | | |  |  |  |
| 2 |  |  |  |  |  |  |
| If we further assume that H is B-bounded and we set = | | | | | | | | | | | | | | | | | | | B | | then | | |
| p |  |
| T |
| RegretA(H; T ) B | | | | | | | | | |  | p | |  |  |  |  |  |  |  |  |  |  |  |
|  | T : | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |

Proof The analysis is similar to the analysis of Stochastic Gradient Descent with projections. Using the projection lemma, the de nition of w(t+ 12 ), and the de nition of subgradients, we have that for every t,

kw(t+1) w?k2 kw(t) w?k2

1. kw(t+1) w?k2 kw(t+ 12 ) w?k2 + kw(t+ 12 ) w?k2 kw(t) w?k2 kw(t+ 12 ) w?k2 kw(t) w?k2
2. kw(t) vt w?k2 kw(t) w?k2
3. 2 hw(t) w?; vti + 2kvtk2

2 (ft(w(t)) ft(w?)) + 2kvtk2:

Summing over t and observing that the left-hand side is a telescopic sum we obtain that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  | T |  |  |  | T | |  |
| kw(T +1) w?k2 kw(1) w?k2 2 | | | | | | | | X |  |  |  | Xt | | |
|  | (ft(w(t)) ft(w?)) + 2 | | | |  | kvtk2: |
|  |  |  |  |  |  |  |  | t=1 |  |  | =1 | | | |
| Rearranging the inequality and using the fact that w(1) = 0, we get that | | | | | | | | | | | | | | |
| T | (f (w(t)) | f (w?)) |  | kw(1) w?k2 kw(T +1) w?k2 | | | | | | + | T | |  | v 2 |
| X |  | |  |  | | |  | Xt |  |
| t | t |  | |  |  |  |  | 2 |  |  | k tk | |
| t=1 |  |  |  |  |  | 2 =1 | |
|  |  |  |  | kw?k2 | + |  |  | T | v 2: |  |  |  |  |  |
|  |  |  |  |  | Xt |  |  |  |  |  |
|  |  |  | 2 | | 2 | |  | k tk |  |  |  |  |  |
|  |  |  |  | =1 |  |  |  |  |  |

This proves the rst bound in the theorem. The second bound follows from the assumption that ft is -Lipschitz, which implies that kvtk . ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

21.4 The Online Perceptron Algorithm

The Perceptron is a classic online learning algorithm for binary classi cation with the hypothesis class of homogenous halfspaces, namely, H = fx 7!sign(hw; xi) :

1. Online Learning

w 2 Rdg. In Section [9.1.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page120) we have presented the batch version of the Perceptron, which aims to solve the ERM problem with respect to H. We now present an online version of the Perceptron algorithm.

Let X = Rd, Y = f 1; 1g. On round t, the learner receives a vector xt 2 Rd. The learner maintains a weight vector w(t) 2 Rd and predicts pt = sign(hw(t); xti). Then, it receives yt 2 Y and pays 1 if pt 6= yt and 0 otherwise.

The goal of the learner is to make as few prediction mistakes as possible. In Section [21.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page288) we characterized the optimal algorithm and showed that the best achievable mistake bound depends on the Littlestone dimension of the class.

We show later that if d 2 then Ldim(H) = 1, which implies that we have no hope of making few prediction mistakes. Indeed, consider the tree for which v1 = ( 12 ; 1; 0; : : : ; 0), v2 = ( 14 ; 1; 0; : : : ; 0), v3 = ( 34 ; 1; 0; : : : ; 0), etc. Because of the density of the reals, this tree is shattered by the subset of H which contains all hypotheses that are parametrized by w of the form w = ( 1; a; 0; : : : ; 0), for a 2 [0; 1]. We conclude that indeed Ldim(H) = 1.

To sidestep this impossibility result, the Perceptron algorithm relies on the technique of surrogate convex losses (see Section [12.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page167)). This is also closely related to the notion of margin we studied in Chapter [15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202).

A weight vector w makes a mistake on an example (x; y) whenever the sign of hw; xi does not equal y. Therefore, we can write the 0 1 loss function as follows

`(w; (x; y)) = 1[yhw;xi 0]:

On rounds on which the algorithm makes a prediction mistake, we shall use the hinge-loss as a surrogate convex loss function

ft(w) = maxf0; 1 ythw; xtig:

The hinge-loss satis es the two conditions:

ft is a convex function

For all w, ft(w) `(w; (xt; yt)). In particular, this holds for w(t).

On rounds on which the algorithm is correct, we shall de ne ft(w) = 0. Clearly, ft is convex in this case as well. Furthermore, ft(w(t)) = `(w(t); (xt; yt)) = 0.

Remark 21.5 In Section [12.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page167) we used the same surrogate loss function for all the examples. In the online model, we allow the surrogate to depend on the speci c round. It can even depend on w(t). Our ability to use a round speci c surrogate stems from the worst-case type of analysis we employ in online learning.

Let us now run the Online Gradient Descent algorithm on the sequence of functions, f1; : : : ; fT , with the hypothesis class being all vectors in Rd (hence, the projection step is vacuous). Recall that the algorithm initializes w(1) = 0 and its update rule is

w(t+1) = w(t) vt

for some vt 2 @ft(w(t)). In our case, if ythw(t); xti > 0 then ft is the zero

|  |  |
| --- | --- |
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function and we can take vt = 0. Otherwise, it is easy to verify that vt = ytxt is in @ft(w(t)). We therefore obtain the update rule

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| w |  | = | (w(t) | + ytxt | otherwise |
|  | (t+1) |  | w(t) |  | if ythw(t); xti > 0 |

Denote by M the set of rounds in which sign(hw(t); xti) 6= yt. Note that on round t, the prediction of the Perceptron can be rewritten as

|  |  |  |
| --- | --- | --- |
| pt = sign(hw(t); xti) = sign | yi hxi; xti! | : |
|  | X |  |
|  | i2M:i<t |  |

This form implies that the predictions of the Perceptron algorithm and the set M do not depend on the actual value of as long as > 0. We have therefore obtained the Perceptron algorithm:

Perceptron

initialize: w1 = 0

for t = 1; 2; : : : ; T

receive xt

predict pt = sign(hw(t); xti)

if ythw(t); xti 0

w(t+1) = w(t) + ytxt

else

w(t+1) = w(t)

To analyze the Perceptron, we rely on the analysis of Online Gradient De-scent given in the previous section. In our case, the subgradient of ft we use in the Perceptron is vt = 1[ythw(t);xti 0] yt xt. Indeed, the Perceptron's update is w(t+1) = w(t) vt, and as discussed before this is equivalent to w(t+1) = w(t) vt for every > 0. Therefore, Theorem [21.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page300) tells us that

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| T | T | 1 | |  | | T |  |
| Xt | X |  |  |  |  | X |  |
|  | ft(w(t))ft(w?) |  |  | kw?k22 + |  |  | kvtk22: |
| =1 | 2 | 2 | t=1 |
| t=1 |  |  |  |  |  |
| Since ft(w(t)) is a surrogate for the 0 1 loss we know that | | | | | | | T |
| t=1 ft(w(t)) jMj. |
| Denote R = maxt kxtk; then we obtain | |  |  |  |  | P | |

T

jMj X ft(w?) 21 kw?k22 + 2 jMj R2

t=1

Setting = kpw?k and rearranging, we obtain

1. jMj

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  | T |  |
| p |  |  | Xt |  |
| jMj Rkw?k jMj | | | ft(w?) 0: | (21.6) |
|  |  |  | =1 |  |

This inequality implies

1. Online Learning

theorem 21.16 Suppose that the Perceptron algorithm runs on a sequence (x1; y1); : : : ; (xT ; yT ) and let R = maxt kxtk. Let M be the rounds on which the Perceptron errs and let ft(w) = 1[t2M] [1 ythw; xti]+. Then, for every w?

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| jMj | t | ft(w?) + R kw?k | s |  |  |  |
| t | ft(w?) + R2 kw?k2 : | |
|  | X |  |  | X |  |  |

In particular, if there exists w? such that ythw?; xti 1 for all t then jMj R2 kw?k2:

Proof The theorem follows from Equation ([21.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page303)) and the following claim: Given x; b; c 2 R+, the inequality x b px c 0 implies that x c + b2 + b pc. The last claim can be easily derived by analyzing the roots of the convex parabola Q(y) = y2 by c. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The last assumption of Theorem [21.16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page303) is called separability with large margin (see Chapter [15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202)). That is, there exists w? that not only satis es that the point xt lies on the correct side of the halfspace, it also guarantees that xt is not too close to the decision boundary. More speci cally, the distance from xt to the decision boundary is at least = 1=kw?k and the bound becomes (R= )2.

When the separability assumption does not hold, the bound involves the term [1 ythw?; xti]+ which measures how much the separability with margin require-ment is violated.

As a last remark we note that there can be cases in which there exists some w? that makes zero errors on the sequence but the Perceptron will make many errors. Indeed, this is a direct consequence of the fact that Ldim(H) = 1. The way we sidestep this impossibility result is by assuming more on the sequence of examples { the bound in Theorem [21.16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page303) will be meaningful only if the cumulative surrogate loss, Pt ft(w?) is not excessively large.

21.5 Summary

In this chapter we have studied the online learning model. Many of the results we derived for the PAC learning model have an analog in the online model. First, we have shown that a combinatorial dimension, the Littlestone dimension, char-acterizes online learnability. To show this, we introduced the SOA algorithm (for the realizable case) and the Weighted-Majority algorithm (for the unrealizable case). We have also studied online convex optimization and have shown that online gradient descent is a successful online learner whenever the loss function is convex and Lipschitz. Finally, we presented the online Perceptron algorithm as a combination of online gradient descent and the concept of surrogate convex loss functions.

|  |  |
| --- | --- |
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21.7 Exercises

1. Find a hypothesis class H and a sequence of examples on which Consistent makes jHj 1 mistakes.
2. Find a hypothesis class H and a sequence of examples on which the mistake bound of the Halving algorithm is tight.
3. Let d 2, X = f1; : : : ; dg and let H = fhj : j 2 [d]g, where hj(x) = 1[x=j]. Calculate MHalving(H) (i.e., derive lower and upper bounds on MHalving(H), and prove that they are equal).
4. The Doubling Trick:

In Theorem [21.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page300), the parameter depends on the time horizon T . In this

exercise we show how to get rid of this dependence by a simple trick. p

Consider an algorithm that enjoys a regret bound of the form T , but its parameters require the knowledge of T . The doubling trick, described in the following, enables us to convert such an algorithm into an algorithm that does not need to know the time horizon. The idea is to divide the time into periods of increasing size and run the original algorithm on each period.

The Doubling Trick

input: algorithm A whose parameters depend on the time horizon

for m = 0; 1; 2; : : :

run A on the 2m rounds t = 2m; : : : ; 2m+1 1

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 306 | Online Learning | | | | | | |  |  |  |  |  |
|  |  |  |  |  |  |  |  | |  |  |  |  |
|  | Show that if the regret of A on each period of 2m rounds is at most p | | | | | | | | | |  |  |
|  | 2m, | |
|  | then the total regret is at most | | | | | | |  |  |  |  |  |
|  |  |  | p | |  |  |  | p |  |  |  |  |
|  |  | p |  | 2 | | |  |  | : |  |  |
|  |  |  |  | T |  |  |
|  |  | 2 1 | | | | | |  |  |  |  |  |

1. Online-to-batch Conversions: In this exercise we demonstrate how a suc-cessful online learning algorithm can be used to derive a successful PAC learner as well.

Consider a PAC learning problem for binary classi cation parameterized

by an instance domain, X , and a hypothesis class, H. Suppose that there exists an online learning algorithm, A, which enjoys a mistake bound MA(H) < 1. Consider running this algorithm on a sequence of T examples which are sam-

pled i.i.d. from a distribution D over the instance space X , and are labeled by some h? 2 H. Suppose that for every round t, the prediction of the algorithm is based on a hypothesis ht : X ! f0; 1g. Show that

E[LD(hr)] MA(H) ;

T

where the expectation is over the random choice of the instances as well as a random choice of r according to the uniform distribution over [T ].

Hint: Use similar arguments to the ones appearing in the proof of Theo-rem [14.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page192).

1. Clustering

Clustering is one of the most widely used techniques for exploratory data anal-ysis. Across all disciplines, from social sciences to biology to computer science, people try to get a rst intuition about their data by identifying meaningful groups among the data points. For example, computational biologists cluster genes on the basis of similarities in their expression in di erent experiments; re-tailers cluster customers, on the basis of their customer pro les, for the purpose of targeted marketing; and astronomers cluster stars on the basis of their spacial proximity.

The rst point that one should clarify is, naturally, what is clustering? In-tuitively, clustering is the task of grouping a set of objects such that similar objects end up in the same group and dissimilar objects are separated into dif-ferent groups. Clearly, this description is quite imprecise and possibly ambiguous. Quite surprisingly, it is not at all clear how to come up with a more rigorous de nition.

There are several sources for this di culty. One basic problem is that the two objectives mentioned in the earlier statement may in many cases contradict each other. Mathematically speaking, similarity (or proximity) is not a transi-tive relation, while cluster sharing is an equivalence relation and, in particular, it is a transitive relation. More concretely, it may be the case that there is a long sequence of objects, x1; : : : ; xm such that each xi is very similar to its two neighbors, xi 1 and xi+1, but x1 and xm are very dissimilar. If we wish to make sure that whenever two elements are similar they share the same cluster, then we must put all of the elements of the sequence in the same cluster. However, in that case, we end up with dissimilar elements (x1 and xm) sharing a cluster, thus violating the second requirement.

To illustrate this point further, suppose that we would like to cluster the points in the following picture into two clusters.
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A clustering algorithm that emphasizes not separating close-by points (e.g., the Single Linkage algorithm that will be described in Section [22.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page310)) will cluster this input by separating it horizontally according to the two lines:

1. Clustering
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In contrast, a clustering method that emphasizes not having far-away points share the same cluster (e.g., the 2-means algorithm that will be described in Section [22.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page310)) will cluster the same input by dividing it vertically into the right-hand half and the left-hand half:
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Another basic problem is the lack of \ground truth" for clustering, which is a common problem in unsupervised learning. So far in the book, we have mainly dealt with supervised learning (e.g., the problem of learning a classi er from labeled training data). The goal of supervised learning is clear { we wish to learn a classi er which will predict the labels of future examples as accurately as possible. Furthermore, a supervised learner can estimate the success, or the risk, of its hypotheses using the labeled training data by computing the empirical loss. In contrast, clustering is an unsupervised learning problem; namely, there are no labels that we try to predict. Instead, we wish to organize the data in some meaningful way. As a result, there is no clear success evaluation procedure for clustering. In fact, even on the basis of full knowledge of the underlying data distribution, it is not clear what is the \correct" clustering for that data or how to evaluate a proposed clustering.

Consider, for example, the following set of points in R2:

and suppose we are required to cluster them into two clusters. We have two highly justi able solutions:
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This phenomenon is not just arti cial but occurs in real applications. A given set of objects can be clustered in various di erent meaningful ways. This may be due to having di erent implicit notions of distance (or similarity) between objects, for example, clustering recordings of speech by the accent of the speaker versus clustering them by content, clustering movie reviews by movie topic versus clustering them by the review sentiment, clustering paintings by topic versus clustering them by style, and so on.

To summarize, there may be several very di erent conceivable clustering so-lutions for a given data set. As a result, there is a wide variety of clustering algorithms that, on some input data, will output very di erent clusterings.

A Clustering Model:

Clustering tasks can vary in terms of both the type of input they have and the type of outcome they are expected to compute. For concreteness, we shall focus on the following common setup:

Input | a set of elements, X , and a distance function over it. That is, a function d : X X ! R+ that is symmetric, satis es d(x; x) = 0 for all x 2 X and often also satis es the triangle inequality. Alternatively, the function could be a similarity function s : X X ! [0; 1] that is symmetric and satis es s(x; x) = 1 for all x 2 X . Additionally, some clustering algorithms also require an input parameter k (determining the number of required clusters).

Output | a partition of the domain set X into subsets. That is, C = (C1; : : : Ck) where Ski=1 Ci = X and for all i 6= j, Ci \Cj = ;. In some situations the clustering is \soft," namely, the partition of X into the di erent clusters is probabilistic where the output is a function assigning to each domain point, x 2 X , a vector (p1(x); : : : ; pk(x)), where pi(x) = P[x 2 Ci] is the probability that x belongs to cluster Ci. Another possible output is a clustering dendrogram (from Greek dendron = tree, gramma = draw-ing), which is a hierarchical tree of domain subsets, having the singleton sets in its leaves, and the full domain as its root. We shall discuss this formulation in more detail in the following.

1. Clustering

In the following we survey some of the most popular clustering methods. In the last section of this chapter we return to the high level discussion of what is clustering.

22.1 Linkage-Based Clustering Algorithms

Linkage-based clustering is probably the simplest and most straightforward paradigm of clustering. These algorithms proceed in a sequence of rounds. They start from the trivial clustering that has each data point as a single-point cluster. Then, repeatedly, these algorithms merge the \closest" clusters of the previous cluster-ing. Consequently, the number of clusters decreases with each such round. If kept going, such algorithms would eventually result in the trivial clustering in which all of the domain points share one large cluster. Two parameters, then, need to be determined to de ne such an algorithm clearly. First, we have to decide how to measure (or de ne) the distance between clusters, and, second, we have to determine when to stop merging. Recall that the input to a clustering algorithm

is a between-points distance function, d. There are many ways of extending d to a measure of distance between domain subsets (or clusters). The most common ways are

1. Single Linkage clustering, in which the between-clusters distance is de ned by the minimum distance between members of the two clusters, namely,

def

D(A; B) = minfd(x; y) : x 2 A; y 2 Bg

1. Average Linkage clustering, in which the distance between two clusters is de ned to be the average distance between a point in one of the clusters and a point in the other, namely,

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| def | | 1 | j x2 | | X2 |
| j | | jj |
| D(A; B) = |  | A B | |  | d(x; y) |
|  |  |  |

A; y B

1. Max Linkage clustering, in which the distance between two clusters is de ned as the maximum distance between their elements, namely,

def

D(A; B) = maxfd(x; y) : x 2 A; y 2 Bg:

The linkage-based clustering algorithms are agglomerative in the sense that they start from data that is completely fragmented and keep building larger and larger clusters as they proceed. Without employing a stopping rule, the outcome of such an algorithm can be described by a clustering dendrogram: that is, a tree of domain subsets, having the singleton sets in its leaves, and the full domain as its root. For example, if the input is the elements X = fa; b; c; d; eg R2 with the Euclidean distance as depicted on the left, then the resulting dendrogram is the one depicted on the right:

|  |  |
| --- | --- |
| 22.2 k-Means and Other Cost Minimization Clusterings | 311 |
|  |  |

|  |  |  |
| --- | --- | --- |
|  | fa; b; c; d; eg |  |
| a | fb; c; d; eg |  |
| e |  |  |
| d | fb; cg | fd; eg |
| c | fag fbg fcg fdg feg | |
| b |
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The single linkage algorithm is closely related to Kruskal's algorithm for nding a minimal spanning tree on a weighted graph. Indeed, consider the full graph whose vertices are elements of X and the weight of an edge (x; y) is the distance d(x; y). Each merge of two clusters performed by the single linkage algorithm corresponds to a choice of an edge in the aforementioned graph. It is also possible to show that the set of edges the single linkage algorithm chooses along its run forms a minimal spanning tree.

If one wishes to turn a dendrogram into a partition of the space (a clustering), one needs to employ a stopping criterion. Common stopping criteria include

Fixed number of clusters { x some parameter, k, and stop merging clusters as soon as the number of clusters is k.

Distance upper bound { x some r 2 R+. Stop merging as soon as all the between-clusters distances are larger than r. We can also set r to be

maxfd(x; y) : x; y 2 X g for some < 1. In that case the stopping criterion is called \scaled distance upper bound."

22.2 k-Means and Other Cost Minimization Clusterings

Another popular approach to clustering starts by de ning a cost function over a parameterized set of possible clusterings and the goal of the clustering algorithm is to nd a partitioning (clustering) of minimal cost. Under this paradigm, the clustering task is turned into an optimization problem. The objective function is a function from pairs of an input, (X ; d), and a proposed clustering solution

1. = (C1; : : : ; Ck), to positive real numbers. Given such an objective function, which we denote by G, the goal of a clustering algorithm is de ned as nding, for

a given input (X ; d), a clustering C so that G((X ; d); C) is minimized. In order to reach that goal, one has to apply some appropriate search algorithm.

As it turns out, most of the resulting optimization problems are NP-hard, and some are even NP-hard to approximate. Consequently, when people talk about, say, k-means clustering, they often refer to some particular common approxima-tion algorithm rather than the cost function or the corresponding exact solution of the minimization problem.

Many common objective functions require the number of clusters, k, as a

1. Clustering

parameter. In practice, it is often up to the user of the clustering algorithm to choose the parameter k that is most suitable for the given clustering problem.

In the following we describe some of the most common objective functions.

The k-means objective function is one of the most popular clustering objectives. In k-means the data is partitioned into disjoint sets C1; : : : ; Ck where each Ci is represented by a centroid i. It is assumed that the input set X is embedded in some larger metric space (X 0; d) (so that X X 0) and centroids are members of X 0. The k-means objective function measures the squared distance between each point in X to the centroid of its cluster. The centroid of Ci is de ned to be

|  |  |  |  |
| --- | --- | --- | --- |
|  | X |  |  |
| i(Ci) = argmin | d(x; )2: | |  |
| 2X0 | x Ci |  |  |
|  | 2 |  |  |
| Then, the k-means objective is |  |  |  |
|  | k |  |  |
|  | X X | |  |
| Gk means((X ; d); (C1; : : : ; Ck)) = | | d(x; i(Ci))2: |  |
|  | i=1 x2Ci | |  |
| This can also be rewritten as |  |  |  |
|  |  | k |  |
|  |  | X X |  |
| Gk means((X ; d); (C1; : : : ; Ck)) = 1 | min | 2 | (22.1) |
| d(x; i) : |
| ;::: k2X0 |  |
|  |  | i=1 x2Ci |  |

The k-means objective function is relevant, for example, in digital com-munication tasks, where the members of X may be viewed as a collection of signals that have to be transmitted. While X may be a very large set of real valued vectors, digital transmission allows transmitting of only a nite number of bits for each signal. One way to achieve good transmis-sion under such constraints is to represent each member of X by a \close" member of some nite set 1; : : : k, and replace the transmission of any x 2 X by transmitting the index of the closest i. The k-means objective can be viewed as a measure of the distortion created by such a transmission representation scheme.

The k-medoids objective function is similar to the k-means objective, except that it requires the cluster centroids to be members of the input set. The objective function is de ned by

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  | k |
|  |  |  |  | X X |
| GK medoid((X ; d); (C1; : : : ; Ck)) = |  | min | | 2 |
| 1 | d(x; i) : |
| ;::: k | 2X |

i=1 x2Ci

The k-median objective function is quite similar to the k-medoids objec-tive, except that the \distortion" between a data point and the centroid of its cluster is measured by distance, rather than by the square of the distance:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  | k |
| GK median((X ; d); (C1; : : : ; Ck)) = |  |  |  | X X |
| 1 | min | | d(x; i): |
| ;::: k | 2X |

i=1 x2Ci

|  |  |
| --- | --- |
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An example where such an objective makes sense is the facility location problem. Consider the task of locating k re stations in a city. One can model houses as data points and aim to place the stations so as to minimize the average distance between a house and its closest re station.

The previous examples can all be viewed as center-based objectives. The so-lution to such a clustering problem is determined by a set of cluster centers, and the clustering assigns each instance to the center closest to it. More gener-ally, center-based objective is determined by choosing some monotonic function

1. : R+ ! R+ and then de ning

|  |  |  |
| --- | --- | --- |
|  |  | k |
| Gf ((X ; d); (C1; : : : Ck)) = |  | X X |
| min | f(d(x; i)); |
| 1;::: k2X0 |
|  |  | i=1 x2Ci |

where X 0 is either X or some superset of X .

Some objective functions are not center based. For example, the sum of in-

cluster distances (SOD)

|  |  |
| --- | --- |
|  | k |
| GSOD((X ; d); (C1; : : : Ck)) = | X X |
| d(x; y) |
|  | i=1 x;y2Ci |

and the MinCut objective that we shall discuss in Section [22.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page315) are not center-based objectives.

22.2.1 The k-Means Algorithm

The k-means objective function is quite popular in practical applications of clus-tering. However, it turns out that nding the optimal k-means solution is of-ten computationally infeasible (the problem is NP-hard, and even NP-hard to approximate to within some constant). As an alternative, the following simple iterative algorithm is often used, so often that, in many cases, the term k-means Clustering refers to the outcome of this algorithm rather than to the cluster-ing that minimizes the k-means objective cost. We describe the algorithm with respect to the Euclidean distance function d(x; y) = kx yk.

k-Means

input: X Rn ; Number of clusters k

initialize: Randomly choose initial centroids 1; : : : ; k repeat until convergence

8i 2 [k] set Ci = fx 2 X : i = argminj kx jkg

(break ties in some arbitrary manner)

8i 2 [k] update i = j 1 j Px2C x

Ci i

lemma 22.1 Each iteration of the k-means algorithm does not increase the k-means objective function (as given in Equation ([22.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page312))).

1. Clustering

Proof To simplify the notation, let us use the shorthand G(C1; : : : ; Ck) for the k-means objective, namely,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  | k |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | X X |  |  |  |  | 2 |  |  |  |
|  | G(C | ; : : : ; C ) = |  |  |  | min | k | x |  |  | ik | : | (22.2) | |
|  | 1 | k | 1;:::; k2Rn | | | |  |  |  |  |  |  |
|  |  |  |  |  |  |  | i=1 x2Ci |  |  |  |  |  |  |  |  |
| It is convenient to de ne (Ci) = | | |  | 1 |  |  | x and note that (Ci) = argmin | | | | | | | | n |
|  | Ci |  | x Ci |
|  |  |  | j | j |  |  |  |  |  |  |  | 2R |  |
|  |  |  |  | 2 |  |  |  |  |  |  |  |  |  |
| 2. Therefore, we can rewrite the k-means objective as | | | | | | | | |  |  |  |  |  |  |
| k |  |  |  |  |  | P |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | k |  |  |  |  |  |  |  |  |  |
|  | G(C1; : : : ; Ck) = X X kx (Ci)k2: | | | | | | | | | |  |  |  | (22.3) | |

i=1 x2Ci

P

x2Ci kx

Consider the update at iteration t of the k-means algorithm. Let C1(t 1); : : : ; Ck(t 1)

be the previous partition, let (it 1) = (Ci(t 1)), and let C1(t); : : : ; Ck(t) be the new partition assigned at iteration t. Using the de nition of the objective as given in Equation ([22.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page314)) we clearly have that

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | k |  |  |  | kxi(t 1)k2: | | | |  |
| G(C1(t); : : : ; Ck(t)) | | |  |  |  | (22.4) |
|  |  | X | | xXi | | |  |  |  |  |
|  |  | i=1 | | 2 | C | (t) |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| In addition, the de nition of the new partition (C(t) | | | | | | | | | ; : : : ; C(t)) implies that it | |
| (C1; : : : ; Ck). Hence, | Pi=1 | Px2Ci k |  |  |  | i | k | 1 | k |  |
| x |  | 2 over all possible partitions | | |
| minimizes the expression | k |  |  | (t 1) | |  |

k

X X

i=1 x2Ci(t)

kx (it 1)k2

|  |  |
| --- | --- |
| k |  |
| X X kxi(t 1)k2: | (22.5) |

i=1 x2Ci(t 1)

Using Equation ([22.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page314)) we have that the right-hand side of Equation ([22.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page314)) equals G(C1(t 1); : : : ; Ck(t 1)). Combining this with Equation ([22.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page314)) and Equation ([22.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page314)), we obtain that G(C1(t); : : : ; Ck(t)) G(C1(t 1); : : : ; Ck(t 1)), which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

While the preceding lemma tells us that the k-means objective is monotonically nonincreasing, there is no guarantee on the number of iterations the k-means al-gorithm needs in order to reach convergence. Furthermore, there is no nontrivial lower bound on the gap between the value of the k-means objective of the al-gorithm's output and the minimum possible value of that objective function. In fact, k-means might converge to a point which is not even a local minimum (see Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page321)). To improve the results of k-means it is often recommended to repeat the procedure several times with di erent randomly chosen initial centroids (e.g., we can choose the initial centroids to be random points from the data).

|  |  |
| --- | --- |
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|  |  |

22.3 Spectral Clustering

Often, a convenient way to represent the relationships between points in a data set X = fx1; : : : ; xmg is by a similarity graph; each vertex represents a data point xi, and every two vertices are connected by an edge whose weight is their similarity, Wi;j = s(xi; xj), where W 2 Rm;m. For example, we can set Wi;j = exp( d(xi; xj)2= 2), where d( ; ) is a distance function and is a parameter. The clustering problem can now be formulated as follows: We want to nd a partition of the graph such that the edges between di erent groups have low weights and the edges within a group have high weights.

In the clustering objectives described previously, the focus was on one side of our intuitive de nition of clustering { making sure that points in the same cluster are similar. We now present objectives that focus on the other requirement { points separated into di erent clusters should be nonsimilar.

22.3.1 Graph Cut

Given a graph represented by a similarity matrix W , the simplest and most direct way to construct a partition of the graph is to solve the mincut problem, which chooses a partition C1; : : : ; Ck that minimizes the objective

k

X X

cut(C1; : : : ; Ck) = Wr;s:

i=1 r2Ci;s2=Ci

For k = 2, the mincut problem can be solved e ciently. However, in practice it often does not lead to satisfactory partitions. The problem is that in many cases, the solution of mincut simply separates one individual vertex from the rest of the graph. Of course, this is not what we want to achieve in clustering, as clusters should be reasonably large groups of points.

Several solutions to this problem have been suggested. The simplest solution is to normalize the cut and de ne the normalized mincut objective as follows:

k

X 1 X

RatioCut(C1; : : : ; Ck) = Wr;s:

i=1 jCij r2Ci;s 2=Ci

The preceding objective assumes smaller values if the clusters are not too small. Unfortunately, introducing this balancing makes the problem computationally hard to solve. Spectral clustering is a way to relax the problem of minimizing RatioCut.

22.3.2 Graph Laplacian and Relaxed Graph Cuts

The main mathematical object for spectral clustering is the graph Laplacian matrix. There are several di erent de nitions of graph Laplacian in the literature, and in the following we describe one particular de nition.

1. Clustering

definition 22.2 (Unnormalized Graph Laplacian) The unnormalized graph Laplacian is the m m matrix L = D W where D is a diagonal matrix with

Pm

Di;i = j=1 Wi;j. The matrix D is called the degree matrix.

The following lemma underscores the relation between RatioCut and the Lapla-cian matrix.

lemma 22.3 Let C1; : : : ; Ck be a clustering and let H 2 Rm;k be the matrix such that

Hi;j = pj1 j 1[i2Cj]:

Cj

Then, the columns of H are orthonormal to each other and

RatioCut(C1; : : : ; Ck) = trace(H> L H):

Proof Let h1; : : : ; hk be the columns of H. The fact that these vectors are orthonormal is immediate from the de nition. Next, by standard algebraic ma-nipulations, it can be shown that trace(H> L H) = Pki=1 h>iLhi and that for any vector v we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| v>Lv = 2 | | |  | Dr;rvr2 2 | r;s | vrvsWr;s + | | | Ds;svs2! = 2 | | | r;s | Wr;s(vr vs)2: |
| 1 | | |  |  |  |  |  |  | 1 | | |  |  |
|  |  |  | Xr |  | X |  |  |  | Xs |  |  | X |  |
|  |  |  |  |  |  |  |  |  |
| Applying this with v = hi and noting that (hi;r hi;s)2 | | | | | | | | | | | | is nonzero only if | |
| r 2 Ci; s 2= Ci or the other way around, we obtain that | | | | | | | | | | | |  |  |
|  |  |  |  | hi>Lhi | | = | 1 | r2CXi2 i | | | |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  | j j |  |  |
|  |  |  |  | Ci | | Wr;s: | | |  |  |
|  |  |  |  |  |  |  | ;s =C | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |

Therefore, to minimize RatioCut we can search for a matrix H whose columns

p

are orthonormal and such that each Hi;j is either 0 or 1= jCjj. Unfortunately, this is an integer programming problem which we cannot solve e ciently. Instead, we relax the latter requirement and simply search an orthonormal matrix H 2 Rm;k that minimizes trace(H> L H). As we will see in the next chapter about PCA (particularly, the proof of Theorem [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325)), the solution to this problem is to set U to be the matrix whose columns are the eigenvectors corresponding to the k minimal eigenvalues of L. The resulting algorithm is called Unnormalized Spectral Clustering.

|  |  |
| --- | --- |
| 22.4 Information Bottleneck\* | 317 |
|  |  |

22.3.3 Unnormalized Spectral Clustering

Unnormalized Spectral Clustering

Input: W 2 Rm;m ; Number of clusters k

Initialize: Compute the unnormalized graph Laplacian L

Let U 2 Rm;k be the matrix whose columns are the eigenvectors of L corresponding to the k smallest eigenvalues

Let v1; : : : ; vm be the rows of U

Cluster the points v1; : : : ; vm using k-means

Output: Clusters C1; : : : ; CK of the k-means algorithm

The spectral clustering algorithm starts with nding the matrix H of the k eigenvectors corresponding to the smallest eigenvalues of the graph Laplacian matrix. It then represents points according to the rows of H. It is due to the properties of the graph Laplacians that this change of representation is useful. In many situations, this change of representation enables the simple k-means algorithm to detect the clusters seamlessly. Intuitively, if H is as de ned in Lemma [22.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page316) then each point in the new representation is an indicator vector whose value is nonzero only on the element corresponding to the cluster it belongs to.

22.4 Information Bottleneck\*

The information bottleneck method is a clustering technique introduced by Tishby, Pereira, and Bialek. It relies on notions from information theory. To illustrate the method, consider the problem of clustering text documents where each document is represented as a bag-of-words; namely, each document is a vector x = f0; 1gn, where n is the size of the dictionary and xi = 1 i the word corresponding to index i appears in the document. Given a set of m documents, we can interpret the bag-of-words representation of the m documents as a joint probability over a random variable x, indicating the identity of a document (thus taking values in [m]), and a random variable y, indicating the identity of a word in the dictionary (thus taking values in [n]).

With this interpretation, the information bottleneck refers to the identity of a clustering as another random variable, denoted C, that takes values in [k] (where k will be set by the method as well). Once we have formulated x; y; C as random variables, we can use tools from information theory to express a clustering objective. In particular, the information bottleneck objective is

min I(x; C) I(C; y) ;

p(Cjx)

where I( ; ) is the mutual information between two random variables,[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page317) is a

1 That is, given a probability function, p over the pairs (x; C),

1. Clustering

parameter, and the minimization is over all possible probabilistic assignments of points to clusters. Intuitively, we would like to achieve two contradictory goals. On one hand, we would like the mutual information between the identity of the document and the identity of the cluster to be as small as possible. This re ects the fact that we would like a strong compression of the original data. On the other hand, we would like high mutual information between the clustering variable and the identity of the words, which re ects the goal that the \relevant" information about the document (as re ected by the words that appear in the

document) is retained. This generalizes the classical notion of minimal su cient

statistics[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page318) used in parametric statistics to arbitrary distributions.

Solving the optimization problem associated with the information bottleneck principle is hard in the general case. Some of the proposed methods are similar to the EM principle, which we will discuss in Chapter [24](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page342).

22.5 A High Level View of Clustering

So far, we have mainly listed various useful clustering tools. However, some fun-damental questions remain unaddressed. First and foremost, what is clustering? What is it that distinguishes a clustering algorithm from any arbitrary function that takes an input space and outputs a partition of that space? Are there any basic properties of clustering that are independent of any speci c algorithm or task?

One method for addressing such questions is via an axiomatic approach. There have been several attempts to provide an axiomatic de nition of clustering. Let us demonstrate this approach by presenting the attempt made by Kleinberg (2003).

Consider a clustering function, F , that takes as input any nite domain X with a dissimilarity function d over its pairs and returns a partition of X .

Consider the following three properties of such a function:

Scale Invariance (SI) For any domain set X , dissimilarity function d, and any > 0, the following should hold: F (X ; d) = F (X ; d) (where

def

( d)(x; y) = d(x; y)).

Richness (Ri) For any nite X and every partition C = (C1; : : : Ck) of X (into nonempty subsets) there exists some dissimilarity function d over X such that F (X ; d) = C.

|  |  |
| --- | --- |
| P P | p(a;b) |
| I(x; C) = a b p(a; b) log | p(a)p(b) , where the sum is over all values x can take and all |

values C can take.

1. A su cient statistic is a function of the data which has the property of su ciency with respect to a statistical model and its associated unknown parameter, meaning that \no other statistic which can be calculated from the same sample provides any additional information as to the value of the parameter." For example, if we assume that a variable is distributed normally with a unit variance and an unknown expectation, then the average function is a su cient statistic.

|  |  |
| --- | --- |
| 22.5 A High Level View of Clustering | 319 |
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Consistency (Co) If d and d0 are dissimilarity functions over X , such that for every x; y 2 X , if x; y belong to the same cluster in F (X ; d) then d0(x; y) d(x; y) and if x; y belong to di erent clusters in F (X ; d) then d0(x; y) d(x; y), then F (X ; d) = F (X ; d0).

A moment of re ection reveals that the Scale Invariance is a very natural requirement { it would be odd to have the result of a clustering function depend on the units used to measure between-point distances. The Richness requirement basically states that the outcome of the clustering function is fully controlled by the function d, which is also a very intuitive feature. The third requirement, Consistency, is the only requirement that refers to the basic (informal) de nition of clustering { we wish that similar points will be clustered together and that dissimilar points will be separated to di erent clusters, and therefore, if points that already share a cluster become more similar, and points that are already separated become even less similar to each other, the clustering function should have even stronger \support" of its previous clustering decisions.

However, Kleinberg (2003) has shown the following \impossibility" result:

theorem 22.4 There exists no function, F , that satis es all the three proper-ties: Scale Invariance, Richness, and Consistency.

Proof Assume, by way of contradiction, that some F does satisfy all three properties. Pick some domain set X with at least three points. By Richness, there must be some d1 such that F (X ; d1) = ffxg : x 2 X g and there also exists some d2 such that F (X ; d2) 6= F (X ; d1).

Let 2 R+ be such that for every x; y 2 X , d2(x; y) d1(x; y). Let d3 = d2. Consider F (X ; d3). By the Scale Invariance property of F , we should have F (X ; d3) = F (X ; d2). On the other hand, since all distinct x; y 2 X reside in di erent clusters w.r.t. F (X ; d1), and d3(x; y) d1(x; y), the Consistency of F implies that F (X ; d3) = F (X ; d1). This is a contradiction, since we chose d1; d2 so that F (X ; d2) 6= F (X ; d1). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

It is important to note that there is no single \bad property" among the three properties. For every pair of the the three axioms, there exist natural clustering functions that satisfy the two properties in that pair (one can even construct such examples just by varying the stopping criteria for the Single Linkage clustering function). On the other hand, Kleinberg shows that any clustering algorithm that minimizes any center-based objective function inevitably fails the consis-tency property (yet, the k-sum-of-in-cluster-distances minimization clustering does satisfy Consistency).

The Kleinberg impossibility result can be easily circumvented by varying the properties. For example, if one wishes to discuss clustering functions that have a xed number-of-clusters parameter, then it is natural to replace Richness by k-Richness (namely, the requirement that every partition of the domain into k subsets is attainable by the clustering function). k-Richness, Scale Invariance and Consistency all hold for the k-means clustering and are therefore consistent.

1. Clustering

Alternatively, one can relax the Consistency property. For example, say that two clusterings C = (C1; : : : Ck) and C0 = (C10; : : : Cl0) are compatible if for every clusters Ci 2 C and Cj0 2 C0, either Ci Cj0 or Cj0 Ci or Ci \ Cj0 = ; (it is worthwhile noting that for every dendrogram, every two clusterings that are ob-tained by trimming that dendrogram are compatible). \Re nement Consistency"

is the requirement that, under the assumptions of the Consistency property, the

new clustering F (X ; d0) is compatible with the old clustering F (X ; d). Many common clustering functions satisfy this requirement as well as Scale Invariance and Richness. Furthermore, one can come up with many other, di erent, prop-erties of clustering functions that sound intuitive and desirable and are satis ed by some common clustering functions.

There are many ways to interpret these results. We suggest to view it as indi-cating that there is no \ideal" clustering function. Every clustering function will inevitably have some \undesirable" properties. The choice of a clustering func-tion for any given task must therefore take into account the speci c properties of that task. There is no generic clustering solution, just as there is no clas-si cation algorithm that will learn every learnable task (as the No-Free-Lunch theorem shows). Clustering, just like classi cation prediction, must take into account some prior knowledge about the speci c task at hand.

22.6 Summary

Clustering is an unsupervised learning problem, in which we wish to partition a set of points into \meaningful" subsets. We presented several clustering ap-proaches including linkage-based algorithms, the k-means family, spectral clus-tering, and the information bottleneck. We discussed the di culty of formalizing the intuitive meaning of clustering.

22.7 Bibliographic Remarks

The k-means algorithm is sometimes named Lloyd's algorithm, after Stuart Lloyd, who proposed the method in 1957. For a more complete overview of spectral clustering we refer the reader to the excellent tutorial by Von Luxburg (2007). The information bottleneck method was introduced by Tishby, Pereira

1. Bialek (1999). For an additional discussion on the axiomatic approach see Ackerman & Ben-David (2008).

22.8 Exercises

1. Suboptimality of k-Means: For every parameter t > 1, show that there exists an instance of the k-means problem for which the k-means algorithm

|  |  |
| --- | --- |
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(might) nd a solution whose k-means objective is at least t OPT, where OPT is the minimum k-means objective.

1. k-Means Might Not Necessarily Converge to a Local Minimum: Show that the k-means algorithm might converge to a point which is not

a local minimum. Hint: Suppose that k = 2 and the sample points are

f1; 2; 3; 4g R suppose we initialize the k-means with the centers f2; 4g; and suppose we break ties in the de nition of Ci by assigning i to be the smallest value in argminj kx jk.

1. Given a metric space (X ; d), where jX j < 1, and k 2 N, we would like to nd a partition of X into C1; : : : ; Ck which minimizes the expression

Gk diam((X ; d); (C1; : : : ; Ck)) = max diam(Cj);

j2[d]

where diam(Cj) = maxx;x02Cj d(x; x0) (we use the convention diam(Cj) = 0 if jCjj < 2).

Similarly to the k-means objective, it is NP-hard to minimize the k-diam objective. Fortunately, we have a very simple approximation algorithm: Initially, we pick some x 2 X and set 1 = x. Then, the algorithm iteratively sets

8j 2 f2; : : : ; kg; j = argmax min d(x; i):

x2X i2[j 1]

Finally, we set

8i 2 [k]; Ci = fx 2 X : i = argmin d(x; j)g:

j2[k]

Prove that the algorithm described is a 2-approximation algorithm. That

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | ^ |  |  |  | ^ |  |  |  |  |  |  |  |
| is, if we denote its output by C1 | | | | | | ; : : : ; Ck, and denote the optimal solution by | | | | | | | | | | |
| C1 ; : : : ; Ck , then, | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
| G | k diam | (( | X | ; d); (C^ | ; : : : ; C^ |  | )) |  | 2 |  | G | k diam | (( | X | ; d); (C ; : : : ; C )): | |
|  |  | 1 | k | |  |  |  |  | 1 | k |

Hint: Consider the point k+1 (in other words, the next center we would have chosen, if we wanted k + 1 clusters). Let r = minj2[k] d( j; k+1). Prove the following inequalities

X ^ ^

Gk diam(( ; d); (C1; : : : ; Ck)) 2r

Gk diam((X; d); (C1 ; : : : ; Ck )) r:

1. Recall that a clustering function, F , is called Center-Based Clustering if, for some monotonic function f : R+ ! R+, on every given input (X ; d), F (X ; d) is a clustering that minimizes the objective

|  |  |  |
| --- | --- | --- |
|  |  | k |
| Gf ((X ; d); (C1; : : : Ck)) = |  | X X |
| min | f(d(x; i)); |
| 1;::: k2X0 |
|  |  | i=1 x2Ci |

where X 0 is either X or some superset of X .
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Prove that for every k > 1 the k-diam clustering function de ned in the previous exercise is not a center-based clustering function.

Hint: Given a clustering input (X ; d), with jX j > 2, consider the e ect of adding many close-by points to some (but not all) of the members of X , on either the k-diam clustering or any given center-based clustering.

1. Recall that we discussed three clustering \properties": Scale Invariance, Rich-ness, and Consistency. Consider the Single Linkage clustering algorithm.
   1. Find which of the three properties is satis ed by Single Linkage with the Fixed Number of Clusters (any xed nonzero number) stopping rule.
   2. Find which of the three properties is satis ed by Single Linkage with the Distance Upper Bound (any xed nonzero upper bound) stopping rule.
   3. Show that for any pair of these properties there exists a stopping criterion for Single Linkage clustering, under which these two axioms are satis ed.
2. Given some number k, let k-Richness be the following requirement:

For any nite X and every partition C = (C1; : : : Ck) of X (into nonempty subsets) there exists some dissimilarity function d over X such that F (X ; d) = C.

Prove that, for every number k, there exists a clustering function that satis es the three properties: Scale Invariance, k-Richness, and Consistency.

1. Dimensionality Reduction

Dimensionality reduction is the process of taking data in a high dimensional space and mapping it into a new space whose dimensionality is much smaller. This process is closely related to the concept of (lossy) compression in infor-mation theory. There are several reasons to reduce the dimensionality of the data. First, high dimensional data impose computational challenges. Moreover, in some situations high dimensionality might lead to poor generalization abili-ties of the learning algorithm (for example, in Nearest Neighbor classi ers the sample complexity increases exponentially with the dimension|see Chapter [19](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page258)). Finally, dimensionality reduction can be used for interpretability of the data, for nding meaningful structure of the data, and for illustration purposes.

In this chapter we describe popular methods for dimensionality reduction. In those methods, the reduction is performed by applying a linear transformation to the original data. That is, if the original data is in Rd and we want to embed it into Rn (n < d) then we would like to nd a matrix W 2 Rn;d that induces the mapping x 7!W x. A natural criterion for choosing W is in a way that will enable a reasonable recovery of the original x. It is not hard to show that in general, exact recovery of x from W x is impossible (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page339)).

The rst method we describe is called Principal Component Analysis (PCA). In PCA, both the compression and the recovery are performed by linear transfor-mations and the method nds the linear transformations for which the di erences between the recovered vectors and the original vectors are minimal in the least squared sense.

Next, we describe dimensionality reduction using random matrices W . We derive an important lemma, often called the \Johnson-Lindenstrauss lemma," which analyzes the distortion caused by such a random dimensionality reduction technique.

Last, we show how one can reduce the dimension of all sparse vectors using again a random matrix. This process is known as Compressed Sensing. In this case, the recovery process is nonlinear but can still be implemented e ciently using linear programming.

We conclude by underscoring the underlying \prior assumptions" behind PCA and compressed sensing, which can help us understand the merits and pitfalls of the two methods.

1. Dimensionality Reduction

23.1 Principal Component Analysis (PCA)

Let x1; : : : ; xm be m vectors in Rd. We would like to reduce the dimensional-ity of these vectors using a linear transformation. A matrix W 2 Rn;d, where n < d, induces a mapping x 7!W x, where W x 2 Rn is the lower dimensionality representation of x. Then, a second matrix U 2 Rd;n can be used to (approxi-mately) recover each original vector x from its compressed version. That is, for a compressed vector y = W x, where y is in the low dimensional space Rn, we can construct x~ = Uy, so that x~ is the recovered version of x and resides in the original high dimensional space Rd.

In PCA, we nd the compression matrix W and the recovering matrix U so that the total squared distance between the original and recovered vectors is minimal; namely, we aim at solving the problem

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 2 | 2 | m |  |  |
| Xi |  |  |
|  | argmin | 2 |  |  |
|  | =1 kxi U W xik2 | : | (23.1) |
| W | Rn;d;U Rd;n |

To solve this problem we rst show that the optimal solution takes a speci c form.

lemma 23.1 Let (U; W ) be a solution to Equation ([23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)). Then the columns of

1. are orthonormal (namely, U>U is the identity matrix of Rn) and W = U>.

Proof Fix any U; W and consider the mapping x 7!U W x. The range of this mapping, R = fU W x : x 2 Rdg, is an n dimensional linear subspace of Rd. Let

1. 2 Rd;n be a matrix whose columns form an orthonormal basis of this subspace, namely, the range of V is R and V >V = I. Therefore, each vector in R can be written as V y where y 2 Rn. For every x 2 Rd and y 2 Rn we have

kx V yk22 = kxk2 + y>V >V y 2y>V >x = kxk2 + kyk2 2y>(V >x);

where we used the fact that V >V is the identity matrix of Rn. Minimizing the preceding expression with respect to y by comparing the gradient with respect to y to zero gives that y = V >x. Therefore, for each x we have that

1. V >x = argmin kx x~k22:

x~2R

In particular this holds for x1; : : : ; xm and therefore we can replace U; W by V; V > and by that do not increase the objective

m

m

X

X

kxi UW xik22

kxi

V V >xik22:

i=1

i=1

Since this holds for every U; W the proof of the lemma follows.

On the basis of the preceding lemma, we can rewrite the optimization problem given in Equation ([23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)) as follows:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 2 |  |  | m |  |  |  |  |  |  |
|  | argmin | | Xi | x |  | U U>x | 2 | : | (23.2) |
|  |  | k | i |
| U |  | R | d;n:U>U=I |  |  | ik2 |  |  |
|  |  |  | =1 |  |  |  |  |  |  |

|  |  |
| --- | --- |
| 23.1 Principal Component Analysis (PCA) | 325 |
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We further simplify the optimization problem by using the following elementary algebraic manipulations. For every x 2 Rd and a matrix U 2 Rd;n such that U>U = I we have

|  |  |
| --- | --- |
| kx UU >xk2 = kxk2 2x>UU >x + x>U U>UU >x |  |
| = kxk2 x>UU >x |  |
| = kxk2 trace(U>xx>U); | (23.3) |

where the trace of a matrix is the sum of its diagonal entries. Since the trace is a linear operator, this allows us to rewrite Equation ([23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)) as follows:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| U Rd;n:U>U=I trace | | U> =1 xixi>U! | : | (23.4) |
| 2 |  | m |  |  |
| argmax | Xi |  |  |
|  |  |  |  |

Let A = Pmi=1 xix>i. The matrix A is symmetric and therefore it can be written using its spectral decomposition as A = VDV >, where D is diagonal and V >V = VV > = I. Here, the elements on the diagonal of D are the eigenvalues of A and the columns of V are the corresponding eigenvectors. We assume without loss of generality that D1;1 D2;2 Dd;d. Since A is positive semide nite it also holds that Dd;d 0. We claim that the solution to Equation ([23.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325)) is the matrix U whose columns are the n eigenvectors of A corresponding to the largest n eigenvalues.

theorem 23.2 Let x1; : : : ; xm be arbitrary vectors in Rd, let A = Pmi=1 xix>i,

and let u1; : : : ; un be n eigenvectors of the matrix A corresponding to the largest n eigenvalues of A. Then, the solution to the PCA optimization problem given in Equation ([23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)) is to set U to be the matrix whose columns are u1; : : : ; un and to set W = U>.

Proof Let VDV > be the spectral decomposition of A. Fix some matrix U 2 Rd;n with orthonormal columns and let B = V >U. Then, VB = VV >U = U. It follows that

U>AU = B>V >VDV >VB = B>DB;

and therefore

|  |  |  |
| --- | --- | --- |
| d | n |  |
| X | Xi | Bj;i2: |
| trace(U>AU ) = | Dj;j |
| j=1 | =1 |  |

Note that B>B = U>VV >U = U>U = I. Therefore, the columns of B are

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| also orthonormal, which implies that | | | | | d |  | n |  |  |  | 2 |  |  |  |  | ~ |
| j=1 | | i=1 Bj;i | | | | | = n. In addition, let B 2 | | | | |
| d;d | |  |  |  | n columns are the columns of B and in | | | | | | | | | | | |
| R be a matrix such that its rst P | | | | | |  | P |  | d |  | B~2 = 1, which implies that | | | | | |
| addition B~>B~ = I. Then, for every j we have | | | | | | | |  | i=1 | |
| P | n |  |  |  |  |  | P | |  | j;i |  |  |  |  |
|  |  |  |  |  |  |  | d |  |  |  |  |  |
| i=1 Bj;i2 | 1. It follows that: |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | Xj | | |  |  |  |  |
|  |  |  | trace(U>AU) | 2 |  | k | k |  |  |  |  |  | : |
|  |  |  |  | max | | |  |  |  |  | D |  |  |
|  |  |  |  | [0;1]d : | |  | 1 | n | |  | =1 | | j;j |  | j |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Pm

i=1
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| It is not hard | to verify | | (see | Exercise | | [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page339)) | that | | |  | the | | right-hand | | | side equals to | |
| n |  |  |  |  |  | > |  |  |  | |  | j =1 | | j;j |  |  |  |
| P |  |  |  |  |  |  |  |  | 2 | R | d;n with or- |
| j=1 Dj;j. We have therefore shown that for | | | | | | | | | every matrix U | | | | | |
|  |  |  | n |  |  |  |
| thonormal columns it holds that trace(U AU) | | | | | | | | |  |  |  |  |  | D . On the other hand, | | | |
| if we set U to be the matrix whosen columns are | | | | | | | | | | the n leading eigenvectors of A | | | | | | | |
|  | P | |  |  |  |  |  |
| we obtain that trace(U>AU) = Pj=1 Dj;j, and this concludes our proof. | | | | | | | | | | | | | | | | | |
| Remark 23.1 | The proof of Theorem [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325) also tells us that the value of the | | | | | | | | | | | | | | | | |
|  |  |  |  |  | n |  |  |  |  |  |  |  |  |  |  |  |  |
| objective of Equation ([23.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325)) is | | | |  | i=1 Di;i. Combining this with Equation ([23.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325)) | | | | | | | | | | | | |
|  | P | m | 2 |  |  | i=nP | | d |  | D | |  | we obtain that the optimal | | | | |
| and noting that |  |  |  | trace(A) = | | |  | i=1 | | i;i |
|  | i=1 kxik = P | | | P | d |  |  |  |  |  |  |  |  |
| objective value of Equation ([23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)) is | | | | | |  | +1 Di;i. | | | | |  |  |  |  |  |  |

Remark 23.2 It is a common practice to \center" the examples before applying

PCA. That is, we rst calculate = m1 xi and then apply PCA on the

vectors (x1 ); : : : ; (xm ). This is also related to the interpretation of PCA as variance maximization (see Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page340)).

23.1.1 A More E cient Solution for the Case d m

In some situations the original dimensionality of the data is much larger than the number of examples m. The computational complexity of calculating the PCA solution as described previously is O(d3) (for calculating eigenvalues of A) plus O(md2) (for constructing the matrix A). We now show a simple trick that enables us to calculate the PCA solution more e ciently when d m.

Recall that the matrix A is de ned to be Pmi=1 xix>i. It is convenient to rewrite A = X>X where X 2 Rm;d is a matrix whose ith row is x>i. Consider the matrix B = XX>. That is, B 2 Rm;m is the matrix whose i; j element equals hxi; xji. Suppose that u is an eigenvector of B: That is, Bu = u for some

2 R. Multiplying the equality by X> and using the de nition of B we obtain X>XX>u = X>u. But, using the de nition of A, we get that A(X>u) =

(X>u). Thus, X>u is an eigenvector of A with eigenvalue of .

kX>uk

We can therefore calculate the PCA solution by calculating the eigenvalues of

1. instead of A. The complexity is O(m3) (for calculating eigenvalues of B) and m2d (for constructing the matrix B).

Remark 23.3 The previous discussion also implies that to calculate the PCA solution we only need to know how to calculate inner products between vectors. This enables us to calculate PCA implicitly even when d is very large (or even in nite) using kernels, which yields the kernel PCA algorithm.

23.1.2 Implementation and Demonstration

A pseudocode of PCA is given in the following.

|  |  |
| --- | --- |
| 23.1 Principal Component Analysis (PCA) | 327 |
|  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 1.5 |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |
| 0.5 |  |  |  |  |  |  |
| 0 |  |  |  |  |  |  |
| −0.5 |  |  |  |  |  |  |
| −1 |  |  |  |  |  |  |
| −1.5 | −1 | −0.5 | 0 | 0.5 | 1 | 1.5 |
| −1.5 |
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Figure 23.1 A set of vectors in R2 (blue x's) and their reconstruction after dimensionality reduction to R1 using PCA (red circles).
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To illustrate how PCA works, let us generate vectors in R2 that approximately reside on a line, namely, on a one dimensional subspace of R2. For example, suppose that each example is of the form (x; x + y) where x is chosen uniformly at random from [ 1; 1] and y is sampled from a Gaussian distribution with mean 0 and standard deviation of 0:1. Suppose we apply PCA on this data. Then, the

eigenvector corresponding to the largest eigenvalue will be close to the vector p p

(1= 2; 1= 2). When projecting a point (x; x + y) on this principal component

2x+y

we will obtain the scalar p2 . The reconstruction of the original vector will be ((x + y=2); (x + y=2)). In Figure [23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page327) we depict the original versus reconstructed data.

Next, we demonstrate the e ectiveness of PCA on a data set of faces. We extracted images of faces from the Yale data set (Georghiades, Belhumeur & Kriegman 2001). Each image contains 50 50 = 2500 pixels; therefore the original dimensionality is very high.

1. Dimensionality Reduction
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Figure 23.2 Images of faces extracted from the Yale data set. Top-Left: the original

images in R50x50. Top-Right: the images after dimensionality reduction to R10 and

reconstruction. Middle row: an enlarged version of one of the images before and after

PCA. Bottom: The images after dimensionality reduction to R2. The di erent marks indicate di erent individuals.

Some images of faces are depicted on the top-left side of Figure [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page328). Using PCA, we reduced the dimensionality to R10 and reconstructed back to the orig-inal dimension, which is 502. The resulting reconstructed images are depicted on the top-right side of Figure [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page328). Finally, on the bottom of Figure [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page328) we depict a 2 dimensional representation of the images. As can be seen, even from a 2 dimensional representation of the images we can still roughly separate di erent individuals.
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23.2 Random Projections

In this section we show that reducing the dimension by using a random linear transformation leads to a simple compression scheme with a surprisingly low distortion. The transformation x 7!W x, when W is a random matrix, is often referred to as a random projection. In particular, we provide a variant of a famous lemma due to Johnson and Lindenstrauss, showing that random projections do not distort Euclidean distances too much.

Let x1; x2 be two vectors in Rd. A matrix W does not distort too much the distance between x1 and x2 if the ratio

kW x1 W x2k

kx1 x2k

is close to 1. In other words, the distances between x1 and x2 before and after the transformation are almost the same. To show that kW x1 W x2k is not too far away from kx1 x2k it su ces to show that W does not distort the norm of the di erence vector x = x1 x2. Therefore, from now on we focus on the ratio

kW xk .

kxk

We start with analyzing the distortion caused by applying a random projection to a single vector.

lemma 23.3 Fix some x 2 Rd. Let W 2 Rn;d be a random matrix such that each Wi;j is an independent normal random variable. Then, for every 2 (0; 3) we have

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P " k(1= | | x | | | 2 | k |  | 1 > # | 2 e | n=6: |
|  | | p |  | | |  | 2 |  |  |  |
| n | )W x | |  | 2 |  |
| k | k | |  |  |  |  |  |
|  | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  | |  |  |  |  |  |  |  |  |  |

Proof Without loss of generality we can assume that kxk2 = 1. Therefore, an equivalent inequality is

P (1 )n kW xk2 (1 + )n 1 2e 2n=6:

Let wi be the ith row of W . The random variable hwi; xi is a weighted sum of d independent normal random variables and therefore it is normally distributed with zero mean and variance P x2 = kxk2 = 1. Therefore, the random vari-

j j

able kW xk2 = Pni=1(hwi; xi)2 has a 2n distribution. The claim now follows directly from a measure concentration property of 2 random variables stated in Lemma [B.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page428) given in Section [B.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page428). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The Johnson-Lindenstrauss lemma follows from this using a simple union bound argument.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| lemma 23.4 (Johnson-Lindenstrauss Lemma) | | | | | | Let Q be a nite set of vectors |
| in Rd. Let 2 (0; 1) and n be an integer such that | | | | | | |
| = r |  |  |  |  |  | 3: |
| 6 | | nj j | = ) | |
|  |  |  | log(2 Q |  |
|  |  |  |  |  |  |  |

1. Dimensionality Reduction

Then, with probability of at least 1 over a choice of a random matrix W 2 Rn;d such that each element of W is distributed normally with zero mean and variance of 1=n we have

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  | W x | | | 2 |  |  |  |  |
| x | Q | k |  | x | k |  |  |  |  |
|  | k | 2 |  |  |  |
| 2 |  |  |  | k |  |  |  | 1 |  | < : |
| sup | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |

Proof Combining Lemma [23.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page329) and the union bound we have that for every

2 (0; 3):

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | x2Q | | k | W x | 2 |  |  |  |  |  |  | j | j |  |  | 2 |
| x 2k |  |  |  |  |  |
|  | sup |  |  | k k |  |  | 1 |  | > |  | 2 |  | Q | e |  | n=6: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Let denote the right-hand side of the inequality; thus we obtain that

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| = r |  |  |  |  |  |  |
| 6 | | nj j | : | | |
|  |  |  | log(2 Q | = ) | | |
|  |  |  |  |  |  |  |

Interestingly, the bound given in Lemma [23.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page329) does not depend on the original dimension of x. In fact, the bound holds even if x is in an in nite dimensional Hilbert space.

23.3 Compressed Sensing

Compressed sensing is a dimensionality reduction technique which utilizes a prior assumption that the original vector is sparse in some basis. To motivate com-pressed sensing, consider a vector x 2 Rd that has at most s nonzero elements. That is,

def

kxk0 = jfi : xi 6= 0gj s:

Clearly, we can compress x by representing it using s (index,value) pairs. Fur-thermore, this compression is lossless { we can reconstruct x exactly from the s (index,value) pairs. Now, lets take one step forward and assume that x = U , where is a sparse vector, k k0 s, and U is a xed orthonormal matrix. That is, x has a sparse representation in another basis. It turns out that many nat-ural vectors are (at least approximately) sparse in some representation. In fact, this assumption underlies many modern compression schemes. For example, the JPEG-2000 format for image compression relies on the fact that natural images are approximately sparse in a wavelet basis.

Can we still compress x into roughly s numbers? Well, one simple way to do this is to multiply x by U>, which yields the sparse vector , and then represent

by its s (index,value) pairs. However, this requires us rst to \sense" x, to

store it, and then to multiply it by U>. This raises a very natural question: Why go to so much e ort to acquire all the data when most of what we get will be thrown away? Cannot we just directly measure the part that will not end up being thrown away?

|  |  |
| --- | --- |
| 23.3 Compressed Sensing | 331 |
|  |  |

Compressed sensing is a technique that simultaneously acquires and com-presses the data. The key result is that a random linear transformation can compress x without losing information. The number of measurements needed is order of s log(d). That is, we roughly acquire only the important information about the signal. As we will see later, the price we pay is a slower reconstruction phase. In some situations, it makes sense to save time in compression even at the price of a slower reconstruction. For example, a security camera should sense and compress a large amount of images while most of the time we do not need to decode the compressed data at all. Furthermore, in many practical applications, compression by a linear transformation is advantageous because it can be per-formed e ciently in hardware. For example, a team led by Baraniuk and Kelly has proposed a camera architecture that employs a digital micromirror array to perform optical calculations of a linear transformation of an image. In this case, obtaining each compressed measurement is as easy as obtaining a single raw measurement. Another important application of compressed sensing is medical imaging, in which requiring fewer measurements translates to less radiation for the patient.

Informally, the main premise of compressed sensing is the following three \sur-prising" results:

1. It is possible to reconstruct any sparse signal fully if it was compressed by

x 7!W x, where W is a matrix which satis es a condition called the Re-stricted Isoperimetric Property (RIP). A matrix that satis es this property is guaranteed to have a low distortion of the norm of any sparse representable vector.

1. The reconstruction can be calculated in polynomial time by solving a linear program.
2. A random n d matrix is likely to satisfy the RIP condition provided that n is greater than an order of s log(d).

Formally,

definition 23.5 (RIP) A matrix W 2 Rn;d is ( ; s)-RIP if for all x 6= 0 s.t.

kxk0 s we have

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | kW xk22 | | | |  | 1 |  |  | : |
| k | x | k | 22 |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

The rst theorem establishes that RIP matrices yield a lossless compression scheme for sparse vectors. It also provides a (none cient) reconstruction scheme.

theorem 23.6 Let < 1 and let W be a ( ; 2s)-RIP matrix. Let x be a vector s.t. kxk0 s, let y = W x be the compression of x, and let

x~ 2 argmin kvk0

v:W v=y

be a reconstructed vector. Then, x~ = x.

1. Dimensionality Reduction

Proof We assume, by way of contradiction, that x~ 6= x. Since x satis es the constraints in the optimization problem that de nes x~ we clearly have that

kx~k0 kxk0 s. Therefore, kx x~k0 2s and we can apply the RIP in-equality on the vector x x~. But, since W (x x~) = 0 we get that j0 1j , which leads to a contradiction. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The reconstruction scheme given in Theorem [23.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page331) seems to be none cient because we need to minimize a combinatorial objective (the sparsity of v). Quite surprisingly, it turns out that we can replace the combinatorial objective, kvk0, with a convex objective, kvk1, which leads to a linear programming problem that can be solved e ciently. This is stated formally in the following theorem.

theorem 23.7 Assume that the conditions of Theorem [23.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page331) holds and that

|  |  |  |
| --- | --- | --- |
| < | 1 | . Then, |
| 1+p2 |

1. = argmin kvk0 = argmin kvk1:

v:W v=y v:W v=y

In fact, we will prove a stronger result, which holds even if x is not a sparse vector.

|  |  |  |
| --- | --- | --- |
| theorem 23.8 Let < | 1 | and let W be a ( ; 2s)-RIP matrix. Let x be an |
| 1+p2 |

arbitrary vector and denote

xs 2 argmin kx vk1:

v:kvk0 s

That is, xs is the vector which equals x on the s largest elements of x and equals 0 elsewhere. Let y = W x be the compression of x and let

x? 2 argmin kvk1

v:W v=y

be the reconstructed vector. Then,

kx? xk2 2 11 + s 1=2kx xsk1;

p

where = 2 =(1 ).

Note that in the special case that x = xs we get an exact recovery, x? = x, so Theorem [23.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332) is a special case of Theorem [23.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332). The proof of Theorem [23.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332) is given in Section [23.3.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page333).

Finally, the third result tells us that random matrices with n (s log(d)) are likely to be RIP. In fact, the theorem shows that multiplying a random matrix by an orthonormal matrix also provides an RIP matrix. This is important for compressing signals of the form x = U where x is not sparse but is sparse. In that case, if W is a random matrix and we compress using y = W x then this is the same as compressing by y = (W U) and since W U is also RIP we can reconstruct (and thus also x) from y.

|  |  |
| --- | --- |
| 23.3 Compressed Sensing | 333 |
|  |  |

theorem 23.9 Let U be an arbitrary xed d d orthonormal matrix, let ; be scalars in (0; 1), let s be an integer in [d], and let n be an integer that satis es

1. 100 s log(40d=( )) : 2

Let W 2 Rn;d be a matrix s.t. each element of W is distributed normally with zero mean and variance of 1=n. Then, with proabability of at least 1 over the choice of W , the matrix W U is ( ; s)-RIP.

23.3.1 Proofs\*

Proof of Theorem [23.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332)

We follow a proof due to Candes (2008).

Let h = x? x. Given a vector v and a set of indices I we denote by vI the vector whose ith element is vi if i 2 I and 0 otherwise.

The rst trick we use is to partition the set of indices [d] = f1; : : : ; dg into disjoint sets of size s. That is, we will write [d] = T0 [ T1 [ T2 : : : Td=s 1 where for all i, jTij = s, and we assume for simplicity that d=s is an integer. We de ne the partition as follows. In T0 we put the s indices corresponding to the s largest elements in absolute values of x (ties are broken arbitrarily). Let T0c = [d] n T0. Next, T1 will be the s indices corresponding to the s largest elements in absolute

value of hT0c . Let T0;1 = T0 [ T1 and T0c;1 = [d] n T0;1. Next, T2 will correspond to the s largest elements in absolute value of hT0c;1 . And, we will construct T3; T4; : : : in the same way.

To prove the theorem we rst need the following lemma, which shows that RIP also implies approximate orthogonality.

lemma 23.10 Let W be an ( ; 2s)-RIP matrix. Then, for any two disjoint sets I; J, both of size at most s, and for any vector u we have that hW uI ; W uJ i kuI k2 kuJ k2.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Proof W.l.o.g. assume kuI k2 = kuJ k2 = 1. | | | | | |  |  |
| h | W u | ; W u | J i | = | kW uI + W uJ k22 | kW uI W uJ k22 | : |
| I |  |  |  | 4 |  |

But, since jJ [ Ij 2s we get from the RIP condition that kW uI + W uJ k22 (1 + )(kuI k22 +kuJ k22) = 2(1 + ) and that kW uI W uJ k22 (1 )(kuI k22 + kuJ k22) = 2(1 ), which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| We are now ready to prove the theorem. Clearly, | | | |  |
|  |  | khk2 = khT0;1 + hT0c;1 k2 khT0;1 k2 + khT0c;1 k2: | | (23.5) |
| To prove the theorem we will show the following two claims: | | | |  |
| Claim 1:. khT0c;1 k2 | khT0 k2 + 2s 1=2kx xsk1. | | |  |
| Claim 2:. khT0;1 k2 |  | 2 | s 1=2kx xsk1. |  |
| 1 |  |

1. Dimensionality Reduction

Combining these two claims with Equation ([23.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page333)) we get that

khk2 khT0;1 k2 + khT0c;1 k2 2khT0;1 k2 + 2s 1=2kx xsk1

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 2 | 1 + 1 | | | s 1=2kx xsk1 |
|  |  | 2 |  |  |

= 2 11 + s 1=2kx xsk1;

and this will conclude our proof.

Proving Claim 1:

To prove this claim we do not use the RIP condition at all but only use the fact that x? minimizes the `1 norm. Take j > 1. For each i 2 Tj and i0 2 Tj 1 we have that jhij jhi0j. Therefore, khTj k1 khTj 1 k1=s. Thus,

khTj k2 s1=2khTj k1 s 1=2khTj 1 k1:

Summing this over j = 2; 3; : : : and using the triangle inequality we obtain that

|  |  |
| --- | --- |
| X |  |
| khT0c;1 k2khTj k2 s 1=2khT0c k1 | (23.6) |

j 2

Next, we show that khT0c k1 cannot be large. Indeed, from the de nition of x? we have that kxk1 kx?k1 = kx + hk1. Thus, using the triangle inequality we obtain that

X X

kxk1 kx+hk1 = jxi+hij+ jxi+hij kxT0 k1 khT0 k1+khT0c k1 kxT0c k1

i2T0 i2T0c

(23.7)

|  |  |  |
| --- | --- | --- |
| and since kxT0c k1 = kx xsk1 = kxk1 kxT0 k1 we get that | |  |
| khT0c k1 khT0 k1 + 2kxT0c k1: | | (23.8) |
| Combining this with Equation ([23.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page334)) we get that | |  |
| khT0c;1 k2 s 1=2 khT0 k1 + 2kxT0c k1 | khT0 k2 + 2s 1=2kxT0c k1; |  |
| which concludes the proof of claim 1. |  |  |

Proving Claim 2:

For the second claim we use the RIP condition to get that

|  |  |  |  |
| --- | --- | --- | --- |
|  | (1 )khT0;1 k22 kW hT0;1 k22: | | (23.9) |
| Since W hT0;1 =2 | W h Pj 2 W hTj | = Pj 2 W hTj we have that |  |
|  | X | X |  |
| kW hT0;1 k2 =hW hT0;1 ; W hTj i =hW hT0 + W hT1 ; W hTj i: | | | |
|  | j 2 | j 2 |  |

From the RIP condition on inner products we obtain that for all i 2 f1; 2g and j 2 we have

jhW hTi ; W hTj ij khTi k2khTj k2:

|  |  |
| --- | --- |
| 23.3 Compressed Sensing | 335 |
|  |  |

p

Since khT0 k2 + khT1 k2 2khT0;1 k2 we therefore get that

1. X

kW hT0;1 k22 2 khT0;1 k2 khTj k2:

j 2

Combining this with Equation ([23.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page334)) and Equation ([23.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page334)) we obtain

p

(1 )khT0;1 k22 2 khT0;1 k2s 1=2khT0c k1:

Rearranging the inequality gives

p

khT0;1 k2 1 2 s 1=2khT0c k1:

Finally, using Equation ([23.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page334)) we get that

khT0;1 k2 s 1=2 (khT0 k1 + 2kxT0c k1) khT0 k2 + 2 s 1=2kxT0c k1; but since khT0 k2 khT0;1 k2 this implies

khT0;1 k2 12 s 1=2kxT0c k1;

which concludes the proof of the second claim.

Proof of Theorem [23.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332)

To prove the theorem we follow an approach due to (Baraniuk, Davenport, De-Vore & Wakin 2008). The idea is to combine the Johnson-Lindenstrauss (JL) lemma with a simple covering argument.

We start with a covering property of the unit ball.

lemma 23.11 Let 2 (0; 1). There exists a nite set Q Rd of size jQj 3 d such that

sup min kx vk :

x:kxk 1 v2Q

Proof Let k be an integer and let

Q0 = fx 2 Rd : 8j 2 [d]; 9i 2 f k; k + 1; : : : ; kg s:t: xj = ki g:

Clearly, jQ0j = (2k + 1)d. We shall set Q = Q0 \ B2(1), where B2(1) is the unit `2 ball of Rd. Since the points in Q0 are distributed evenly on the unit `1 ball, the size of Q is the size of Q0 times the ratio between the volumes of the unit `2 and `1 balls. The volume of the `1 ball is 2d and the volume of B2(1) is

d=2

(1 + d=2) :

For simplicity, assume that d is even and therefore

d=2 d=2

(1 + d=2) = (d=2)! ;

e

:k k=1 v2Q

1. Dimensionality Reduction

where in the last inequality we used Stirling's approximation. Overall we obtained that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Q | j | (2k + 1)d ( =e)d=2 | (d=2) d=2 | 2 d: | (23.10) |
| j |  |  |  |  |

Now lets specify k. For each x 2 B2(1) let v 2 Q be the vector whose ith element is sign(xi) bjxij kc=k. Then, for each element we have that jxi vij 1=k and

thus

p

kx vk kd :

p

To ensure that the right-hand side will be at most we shall set k = d d= e. Plugging this value into Equation ([23.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page336)) we conclude that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | d |  |  |  |  |  |
| jQj (3p |  |  | d |  | d=2 | (d=2) | d=2 |  |  | | q2e | | | | |  | |  | d |  |
| d=(2 )) | | ( =e) | = |  | : |
|  |  |  |  |  |  | 3 | |  |  |  | | |  | 3 | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Let x be a vector that can be written as x = U with U being some orthonor-mal matrix and k k0 s. Combining the earlier covering property and the JL lemma (Lemma [23.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page329)) enables us to show that a random W will not distort any such x.

lemma 23.12 Let U be an orthonormal d d matrix and let I [d] be a set of indices of size jIj = s. Let S be the span of fUi : i 2 Ig, where Ui is the ith column of U. Let 2 (0; 1), 2 (0; 1), and n 2 N such that

1. 24 log(2= ) + s log(12= ) : 2

Then, with probability of at least 1 over a choice of a random matrix W 2 Rn;d such that each element of W is independently distributed according to N(0; 1=n), we have

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x S |  | k | k | x | k |  |  |  |  |
| 2 |  |  |  | k |  | 1 |  | < : |
| sup |  |  | W x | | |  |  |
|  |  |  |  |  |  |  |  |  |  |

Proof It su ces to prove the lemma for all x 2 S with kxk = 1. We can write x = UI where 2 Rs, k k2 = 1, and UI is the matrix whose columns are fUi : i 2 Ig. Using Lemma [23.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page335) we know that there exists a set Q of size jQj (12= )s such that

sup min k vk ( =4):

:k k=1 v2Q

But since U is orthogonal we also have that

sup min kUI UI vk ( =4):

Applying Lemma [23.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page329) on the set fUI v : v 2 Qg we obtain that for n satisfying

|  |  |
| --- | --- |
| 23.3 Compressed Sensing | 337 |
|  |  |

the condition given in the lemma, the following holds with probability of at least 1 :

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| sup | | | | |  |  |  | W UI v 2 | | | | | | | |  | 1 |  |  | =2; |
| k | | | k | UI v | | | k | | 2k | |  |  |  |
| v | 2 | | Q | |  |  |
|  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| This also implies that |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| sup | | | | |  |  |  | W UI v | | | | | | |  |  | 1 |  |  | =2: |
|  |  | k | |  | UI v | | |  | k | |  |  |  |
| v | | 2 | | Q | | |  |  |  | |  |
|  |  |  |  | |  | k | |  |  |  | k | | |  |  | |  |  |
|  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  | |  |  |
| Let a be the smallest number such | | | | | | | | | | | that | | | | |  |  | |  |  |
|  |  | x | | | 2 | | | S; | | | kW xk | | | | | |  | | 1 + a: | |
| 8 | | |  |  |  |  |  |  | kxk | | | | |  |  |

Clearly a < 1. Our goal is to show that a . This follows from the fact that for any x 2 S of unit norm there exists v 2 Q such that kx UI vk =4 and therefore

kW xk kW UI vk + kW (x UI v)k 1 + =2 + (1 + a) =4:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Thus, |  |  |  |  |  |  |
| 8 |  | 2 |  | kxk |  |  |
|  | x |  | S; | kW xk |  | 1 + ( =2 + (1 + a) =4) : |
|  |  |  |  |

But the de nition of a implies that

a =2 + (1 + a) =4

This proves that for all x 2 S we have this as well since

kW xk kW UI vk kW (x UI

1. a =2 + =4 : 1 =4

kW xk 1 . The other side follows from

kxk

v)k 1 =2 (1 + ) =4 1 :

The preceding lemma tells us that for x 2 S of unit norm we have

(1 ) kW xk (1 + );

which implies that

(1 2 ) kW xk2 (1 + 3 ):

The proof of Theorem [23.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page332) follows from this by a union bound over all choices of I.

1. Dimensionality Reduction

23.4 PCA or Compressed Sensing?

Suppose we would like to apply a dimensionality reduction technique to a given set of examples. Which method should we use, PCA or compressed sensing? In this section we tackle this question, by underscoring the underlying assumptions behind the two methods.

It is helpful rst to understand when each of the methods can guarantee per-fect recovery. PCA guarantees perfect recovery whenever the set of examples is contained in an n dimensional subspace of Rd. Compressed sensing guarantees perfect recovery whenever the set of examples is sparse (in some basis). On the basis of these observations, we can describe cases in which PCA will be better than compressed sensing and vice versa.

As a rst example, suppose that the examples are the vectors of the standard basis of Rd, namely, e1; : : : ; ed, where each ei is the all zeros vector except 1 in the ith coordinate. In this case, the examples are 1-sparse. Hence, compressed sensing will yield a perfect recovery whenever n (log(d)). On the other hand, PCA will lead to poor performance, since the data is far from being in an n dimensional subspace, as long as n < d. Indeed, it is easy ro verify that in such a case, the averaged recovery error of PCA (i.e., the objective of Equation ([23.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page324)) divided by m) will be (d n)=d, which is larger than 1=2 whenever n d=2.

We next show a case where PCA is better than compressed sensing. Consider m examples that are exactly on an n dimensional subspace. Clearly, in such a case, PCA will lead to perfect recovery. As to compressed sensing, note that the examples are n-sparse in any orthonormal basis whose rst n vectors span the subspace. Therefore, compressed sensing would also work if we will reduce the dimension to (n log(d)). However, with exactly n dimensions, compressed sensing might fail. PCA has also better resilience to certain types of noise. See (Chang, Weiss & Freeman 2009) for a discussion.

23.5 Summary

We introduced two methods for dimensionality reduction using linear transfor-mations: PCA and random projections. We have shown that PCA is optimal in the sense of averaged squared reconstruction error, if we restrict the reconstruc-tion procedure to be linear as well. However, if we allow nonlinear reconstruction, PCA is not necessarily the optimal procedure. In particular, for sparse data, ran-dom projections can signi cantly outperform PCA. This fact is at the heart of the compressed sensing method.

|  |  |
| --- | --- |
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23.6 Bibliographic Remarks

PCA is equivalent to best subspace approximation using singular value decom-position (SVD). The SVD method is described in Appendix [C](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page430). SVD dates back to Eugenio Beltrami (1873) and Camille Jordan (1874). It has been rediscovered many times. In the statistical literature, it was introduced by Pearson (1901). Be-sides PCA and SVD, there are additional names that refer to the same idea and are being used in di erent scienti c communities. A few examples are the Eckart-Young theorem (after Carl Eckart and Gale Young who analyzed the method in 1936), the Schmidt-Mirsky theorem, factor analysis, and the Hotelling transform.

Compressed sensing was introduced in Donoho (2006) and in (Candes & Tao 2005). See also Candes (2006).

23.7 Exercises

1. In this exercise we show that in the general case, exact recovery of a linear compression scheme is impossible.
   1. let A 2 Rn;d be an arbitrary compression matrix where n d 1. Show that there exists u; v 2 Rn, u 6= v such that Au = Av.
   2. Conclude that exact recovery of a linear compression scheme is impossible.
2. Let 2 Rd such that 12d 0. Show that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 2 | k k | d |  | n |
| X | j j = | Xj |
|  | max |  | j: |
| [0;1]d: 1 | | n |  | =1 |
|  |  | j=1 |  |

Hint: Take every vector 2 [0; 1]d such that k k1 n. Let i be the minimal index for which i < 1. If i = n + 1 we are done. Otherwise, show that we can increase i, while possibly decreasing j for some j > i, and obtain a better solution. This will imply that the optimal solution is to set i = 1 for i n and i = 0 for i > n.

1. Kernel PCA: In this exercise we show how PCA can be used for construct-ing nonlinear dimensionality reduction on the basis of the kernel trick (see Chapter [16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page215)).

Let X be some instance space and let S = fx1; : : : ; xmg be a set of points

in X . Consider a feature mapping : X ! V , where V is some Hilbert space

(possibly of in nite dimension). Let K : X X be a kernel function, that is,

k(x; x0) = h (x); (x0)i. Kernel PCA is the process of mapping the elements in S into V using , and then applying PCA over f (x1); : : : ; (xm)g into

Rn. The output of this process is the set of reduced elements.

Show how this process can be done in polynomial time in terms of m and n, assuming that each evaluation of K( ; ) can be calculated in a con-stant time. In particular, if your implementation requires multiplication of two matrices A and B, verify that their product can be computed. Similarly,

1. Dimensionality Reduction

if an eigenvalue decomposition of some matrix C is required, verify that this decomposition can be computed.

1. An Interpretation of PCA as Variance Maximization:

Let x1; : : : ; xm be m vectors in Rd, and let x be a random vector distributed

according to the uniform distribution over x1; : : : ; xm. Assume that E[x] = 0.

1. Consider the problem of nding a unit vector, w 2 Rd, such that the random variable hw; xi has maximal variance. That is, we would like to solve the problem

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | 1 | m |
| k k | k k |  | Xi |
| argmax Var[hw; xi] = argmax | | m | (hw; xii)2: |
| w: w =1 | w: w =1 | | =1 |
|  |  |  |

Show that the solution of the problem is to set w to be the rst principle vector of x1; : : : ; xm.

1. Let w1 be the rst principal component as in the previous question. Now, suppose we would like to nd a second unit vector, w2 2 Rd, that maxi-mizes the variance of hw2; xi, but is also uncorrelated to hw1; xi. That is, we would like to solve:

argmax Var[hw; xi]:

w:kwk=1; E[(hw1;xi)(hw;xi)]=0

Show that the solution to this problem is to set w to be the second principal component of x1; : : : ; xm.

Hint: Note that

E[(hw1; xi)(hw; xi)] = w1> E[xx>]w = mw1>Aw;

where A = Pi xix>i. Since w is an eigenvector of A we have that the constraint E[(hw1; xi)(hw; xi)] = 0 is equivalent to the constraint

hw1; wi = 0:

1. The Relation between SVD and PCA: Use the SVD theorem (Corol-lary [C.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page433)) for providing an alternative proof of Theorem [23.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page325).
2. Random Projections Preserve Inner Products: The Johnson-Lindenstrauss lemma tells us that a random projection preserves distances between a nite set of vectors. In this exercise you need to prove that if the set of vectors are within the unit ball, then not only are the distances between any two vectors preserved, but the inner product is also preserved.

Let Q be a nite set of vectors in Rd and assume that for every x 2 Q we have kxk 1.

1. Let 2 (0; 1) and n be an integer such that

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| = | r |  |  |  |  |  | 3: |
| 6 log(jn j | | 2 | = ) | |
|  |  |  | Q |  |
|  |  |  |  |  |  |  |  |

Prove that with probability of at least 1 over a choice of a random

|  |  |
| --- | --- |
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matrix W 2 Rn;d, where each element of W is independently distributed according to N (0; 1=n), we have

jhW u; W vi hu; vij

for every u; v 2 Q.

Hint: Use JL to bound both kW (u+v)k and kW (u v)k .

ku+vk ku vk

1. (\*) Let x1; : : : ; xm be a set of vectors in Rd of norm at most 1, and assume that these vectors are linearly separable with margin of . Assume that

d 1= 2. Show that there exists a constant c > 0 such that if we randomly project these vectors into Rn, for n = c= 2, then with probability of at least 99% it holds that the projected vectors are linearly separable with margin =2.

1. Generative Models

We started this book with a distribution free learning framework; namely, we did not impose any assumptions on the underlying distribution over the data. Furthermore, we followed a discriminative approach in which our goal is not to learn the underlying distribution but rather to learn an accurate predictor. In this chapter we describe a generative approach, in which it is assumed that the underlying distribution over the data has a speci c parametric form and our goal is to estimate the parameters of the model. This task is called parametric density estimation.

The discriminative approach has the advantage of directly optimizing the quantity of interest (the prediction accuracy) instead of learning the underly-ing distribution. This was phrased as follows by Vladimir Vapnik in his principle for solving problems using a restricted amount of information:

When solving a given problem, try to avoid a more general problem as an intermediate step.

Of course, if we succeed in learning the underlying distribution accurately, we are considered to be \experts" in the sense that we can predict by using the Bayes optimal classi er. The problem is that it is usually more di cult to learn the underlying distribution than to learn an accurate predictor. However, in some situations, it is reasonable to adopt the generative learning approach. For example, sometimes it is easier (computationally) to estimate the parameters of the model than to learn a discriminative predictor. Additionally, in some cases we do not have a speci c task at hand but rather would like to model the data either for making predictions at a later time without having to retrain a predictor or for the sake of interpretability of the data.

We start with a popular statistical method for estimating the parameters of the data, which is called the maximum likelihood principle. Next, we describe two generative assumptions which greatly simplify the learning process. We also de-scribe the EM algorithm for calculating the maximum likelihood in the presence of latent variables. We conclude with a brief description of Bayesian reasoning.

|  |  |
| --- | --- |
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24.1 Maximum Likelihood Estimator

Let us start with a simple example. A drug company developed a new drug to treat some deadly disease. We would like to estimate the probability of survival when using the drug. To do so, the drug company sampled a training set of m people and gave them the drug. Let S = (x1; : : : ; xm) denote the training set, where for each i, xi = 1 if the ith person survived and xi = 0 otherwise. We can model the underlying distribution using a single parameter, 2 [0; 1], indicating the probability of survival.

We now would like to estimate the parameter on the basis of the training set S. A natural idea is to use the average number of 1's in S as an estimator. That is,

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | ^ | 1 |  | m |  |
|  | = m | | | Xi | (24.1) |
|  | xi: |
|  |  |  |  | =1 |  |
| ^ | ^ |  |  |  | ^ |
| Clearly, ES[ ] = . That is, is an unbiased estimator of . Furthermore, since is | | | | | |

the average of m i.i.d. binary random variables we can use Hoe ding's inequality to get that with probability of at least 1 over the choice of S we have that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| j^ j | r | log(2= ) | : | (24.2) |
| 2 m |

^

Another interpretation of is as the Maximum Likelihood Estimator, as we formally explain now. We rst write the probability of generating the sample S:

|  |  |
| --- | --- |
| m |  |
| iY | Pi xi (1)Pi(1 xi): |
| P[S = (x1; : : : ; xm)] = xi (1 )1 xi = |
| =1 |  |

We de ne the log likelihood of S, given the parameter , as the log of the preceding expression:

X X

L(S; ) = log (P[S = (x1; : : : ; xm)]) = log( ) xi + log(1 ) (1 xi):

i i

The maximum likelihood estimator is the parameter that maximizes the likeli-hood

|  |  |  |
| --- | --- | --- |
| 2 |  | (24.3) |
| ^ | argmax L(S; ): |

Next, we show that in our case, Equation ([24.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page343)) is a maximum likelihood esti-mator. To see this, we take the derivative of L(S; ) with respect to and equate it to zero:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Pi xi | Pi1 |  | i | = 0: |
|  | (1 |  | x ) |  |

Solving the equation for we obtain the estimator given in Equation ([24.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page343)).

1. Generative Models

24.1.1 Maximum Likelihood Estimation for Continuous Random Variables

Let X be a continuous random variable. Then, for most x 2 R we have P[X = x] = 0 and therefore the de nition of likelihood as given before is trivialized. To overcome this technical problem we de ne the likelihood as log of the density of the probability of X at x. That is, given an i.i.d. training set S = (x1; : : : ; xm) sampled according to a density distribution P we de ne the likelihood of S given

as

!

m m

Y

L(S; ) = log P (xi)

X

1. log(P (xi)):

i=1 i=1

As before, the maximum likelihood estimator is a maximizer of L(S; ) with respect to .

As an example, consider a Gaussian random variable, for which the density function of X is parameterized by = ( ; ) and is de ned as follows:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| P | (x) = | 1 | | exp |  | (x )2 | : |
|  |  | 2 2 |
|  | p2 | | |  |

We can rewrite the likelihood as

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | m |  |  |  |  |  |
|  | 1 | Xi | 2 | m log( | p |  |  |
|  |
| L(S; ) = 2 2 | |  |  | 2 ): | |
| (xi ) |  |  |
|  |  | =1 |  |  |  |  |  |

To nd a parameter = ( ; ) that optimizes this we take the derivative of the likelihood w.r.t. and w.r.t. and compare it to 0. We obtain the following two equations:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| d | | 1 |  | m |  |  |
|  |  |  |  | Xi |  |  |
| d L(S; ) = 2 | | |  |  |
|  | (xi ) = 0 | |  |
|  |  |  | =1 | |  |  |
| d | | 1 |  | m | m |  |
|  | L(S; ) = |  |  | (xi )2 |  | = 0 |
| d | 3 |  |  |
|  |  |  | =1 | |  |  |
|  |  |  |  | Xi |  |  |

Solving the preceding equations we obtain the maximum likelihood estimates:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | |  |  | v |  |  |  |  |  |
| ^ = |  | 1 m | | xi | and^ = | 1 | | m (xi |  | ^)2 |
|  |  |  |  |  |
| m i=1 | | | m | |
|  |  |  | u | i=1 |  |
|  |  |  | X |  |  | u |  |  | X |  |  |
|  |  |  |  |  |  | t |  |  |  |  |  |

Note that the maximum likelihood estimate is not always an unbiased estimator. For example, while ^ is unbiased, it is possible to show that the estimate ^ of the variance is biased (Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page356)).

Simplifying Notation

To simplify our notation, we use P[X = x] in this chapter to describe both the probability that X = x (for discrete random variables) and the density of the distribution at x (for continuous variables).

|  |  |
| --- | --- |
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24.1.2 Maximum Likelihood and Empirical Risk Minimization

The maximum likelihood estimator shares some similarity with the Empirical Risk Minimization (ERM) principle, which we studied extensively in previous chapters. Recall that in the ERM principle we have a hypothesis class H and we use the training set for choosing a hypothesis h 2 H that minimizes the empirical risk. We now show that the maximum likelihood estimator is an ERM for a particular loss function.

Given a parameter and an observation x, we de ne the loss of on x as

|  |  |
| --- | --- |
| `( ; x) = log(P [x]): | (24.4) |

That is, `( ; x) is the negation of the log-likelihood of the observation x, assuming the data is distributed according to P . This loss function is often referred to as the log-loss. On the basis of this de nition it is immediate that the maximum likelihood principle is equivalent to minimizing the empirical risk with respect to the loss function given in Equation ([24.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page345)). That is,

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | m |  |  | m |  |  |  |
| argmin | Xi | ( log(P [xi])) = | argmax | X | P | [x | ]): |
|  | log( |
|  | =1 |  | i=1 | i |  |
|  |  |  |  |  |  |

Assuming that the data is distributed according to a distribution P (not neces-sarily of the parametric form we employ), the true risk of a parameter becomes

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x |  | X | |  |  |  | P | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | | P |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| E[`( ; x)] = |  |  |  | [x] log( | | | | [x]) | | |  |  |  |  |  |  |  |  |  |  |  |  |
| = |  |  | x |  |  | P[[x] | | | | | + |  |  | P[x] log | | |  | [x] | | | ; | (24.5) |
|  | x | P[x] log | | |  | x |  |
|  | X | |  |  |  |  |  | x] | | |  | X | |  |  |  |  | 1 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | P |  |  |  |  |  |  |  | P |  |  |  |  |  |
|  | | |  |  |  | {z |  |  |  | | } |  | | |  |  | {z |  |  |  | | } |  |  |
|  |  |  | DRE[PjjP ] | | | | |  |  |  |  |  |  | H(P) | | |  |  |  |  |  |  |

where DRE is called the relative entropy, and H is called the entropy func-tion. The relative entropy is a divergence measure between two probabilities. For discrete variables, it is always nonnegative and is equal to 0 only if the two distributions are the same. It follows that the true risk is minimal when P = P.

The expression given in Equation ([24.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page345)) underscores how our generative as-sumption a ects our density estimation, even in the limit of in nite data. It shows that if the underlying distribution is indeed of a parametric form, then by choosing the correct parameter we can make the risk be the entropy of the distri-bution. However, if the distribution is not of the assumed parametric form, even the best parameter leads to an inferior model and the suboptimality is measured by the relative entropy divergence.

24.1.3 Generalization Analysis

How good is the maximum likelihood estimator when we learn from a nite training set?

1. Generative Models

To answer this question we need to de ne how we assess the quality of an approxi-mated solution of the density estimation problem. Unlike discriminative learning, where there is a clear notion of \loss," in generative learning there are various ways to de ne the loss of a model. On the basis of the previous subsection, one natural candidate is the expected log-loss as given in Equation ([24.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page345)).

In some situations, it is easy to prove that the maximum likelihood principle guarantees low true risk as well. For example, consider the problem of estimating

the mean of a Gaussian variable of unit variance. We saw previously that the maximum likelihood estimator is the average: ^ = m1 Pi xi. Let ? be the optimal parameter. Then,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| x NE( ?;1) |  |  | x NE( ?;1) | | | | | | |  |  | | | P^[x] |  |  |  |  |  |  |  |
| [`(^ ; x) |  | `( ?; x)] = |  |  |  |  |  |  |  | log | |  |  | P ? [x] |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | | 1 |  |  |  |  |  | 1 | | |
|  |  | = |  |  |  |  | NE( ?;1) | | |  | |  | (x ?)2 | | + | | (x ^)2 |
|  |  | x | |  |  |  |  |  |  |  |
|  |  |  | | 2 |  | 2 | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | ^2 | | | | | ( ?)2 | | |  |  |  |  |  |  |  |  |  |  |
|  |  | = |  |  | |  | |  |  |  | + ( ? ^) x | | | | |  | NE( ?;1)[x] | | | | |
|  |  |  | 2 | | | | 2 |  |  |
|  |  |  |  | ^2 | | | | | ( ?)2 | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | = |  |  | |  | |  |  |  | + ( ? ^) ? | | | | | |  |  |  |  |  |
|  |  |  | 2 | | | | 2 |  |  |  |  |  |  |
|  |  | = | 1 | | | (^ ?)2: | | | | | |  |  |  |  |  |  |  |  |  | (24.6) |
|  |  |  |  | |  |  |  |  |  |  |  |  |  |
|  |  |  | 2 | |  |  |  |  |  |  |  |  |  |

Next, we note that ^ is the average of m Gaussian variables and therefore it is also distributed normally with mean ? and variance ?=m. From this fact we can derive bounds of the form: with probability of at least 1 we have that j^ ?j where depends on ?=m and on .

In some situations, the maximum likelihood estimator clearly over ts. For example, consider a Bernoulli random variable X and let P[X = 1] = ?. As we saw previously, using Hoe ding's inequality we can easily derive a guarantee

j ? ^j

on that holds with high probability (see Equation ([24.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page343))). However, if

our goal is to obtain a small value of the expected log-loss function as de ned in Equation ([24.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page345)) we might fail. For example, assume that ? is nonzero but very

small. Then, the probability that no element of a sample of size m will be 1 is (1 ?)m, which is greater than e 2 ? m. It follows that whenever m log(2)2? ,

the probability that the sample is all zeros is at least 50%, and in that case, the

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | ^ |  |  |  |  |  |  | ^ |
| maximum likelihood rule will set = 0. But the true risk of the estimate = 0 | | | | | | | | | | |
| is |  |  |  |  |  |  |  |  |  |  |
| x | ^ | ? | ^ |  |  | ? |  |  | ^ |  |
| E ?[`( ; x)] = |  | `( ; 1) + (1 |  | )`( ; 0) | | |  |
|  |  | ? | ^ |  |  |  |  | ? |  | ^ |
|  | = |  |  | |  | ) log(1=(1 |
|  |  | log(1= ) + (1 | |  | )) |

= ? log(1=0) = 1:

This simple example shows that we should be careful in applying the maximum likelihood principle.

To overcome over tting, we can use the variety of tools we encountered pre-

|  |  |
| --- | --- |
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viously in the book. A simple regularization technique is outlined in Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page356).

24.2 Naive Bayes

The Naive Bayes classi er is a classical demonstration of how generative as-sumptions and parameter estimations simplify the learning process. Consider the problem of predicting a label y 2 f0; 1g on the basis of a vector of features

1. = (x1; : : : ; xd), where we assume that each xi is in f0; 1g. Recall that the Bayes optimal classi er is

hBayes(x) = argmax P[Y = yjX = x]:

y2f0;1g

To describe the probability function P[Y = y jX = x] we need 2d parameters, each of which corresponds to P[Y = 1jX = x] for a certain value of x 2 f0; 1gd. This implies that the number of examples we need grows exponentially with the number of features.

In the Naive Bayes approach we make the (rather naive) generative assumption that given the label, the features are independent of each other. That is,

d

Y

P[X = xjY = y] = P[Xi = xijY = y]:

i=1

With this assumption and using Bayes' rule, the Bayes optimal classi er can be further simpli ed:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| hBayes(x) = | argmax P[Y = yjX = x] | | |  |
|  | y2f0;1g | |  |  |
| = | argmax P[Y = y]P[X = xjY = y] | | |  |
|  | y2f0;1g | |  |  |
|  | 2f | g | d |  |
|  | iY |  |
| = | argmax P[Y = y] | | P[Xi = xijY = y]: | (24.7) |
|  | y | 0;1 | =1 |  |
|  |  |  |  |

That is, now the number of parameters we need to estimate is only 2d + 1. Here, the generative assumption we made reduced signi cantly the number of parameters we need to learn.

When we also estimate the parameters using the maximum likelihood princi-ple, the resulting classi er is called the Naive Bayes classi er.

24.3 Linear Discriminant Analysis

Linear discriminant analysis (LDA) is another demonstration of how generative assumptions simplify the learning process. As in the Naive Bayes classi er we consider again the problem of predicting a label y 2 f0; 1g on the basis of a

1. Generative Models

vector of features x = (x1; : : : ; xd). But now the generative assumption is as

follows. First, we assume that P[Y = 1] = P[Y = 0] = 1=2. Second, we assume that the conditional probability of X given Y is a Gaussian distribution. Finally,

the covariance matrix of the Gaussian distribution is the same for both values of the label. Formally, let 0; 1 2 Rd and let be a covariance matrix. Then, the density distribution is given by

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| P[X = xjY = y] = | 1 | exp | 1 | | (x y)T 1(x y) : |
|  |  |  |
| (2 )d=2j j1=2 | 2 | |

As we have shown in the previous section, using Bayes' rule we can write

hBayes(x) = argmax P[Y = y]P[X = xjY = y]:

|  |  |  |
| --- | --- | --- |
|  | y2f0;1g |  |
| This means that we will predict hBayes(x) = 1 i | |  |
|  | P[Y = 0]P[X = xjY = 0] |
| log | P[Y = 1]P[X = xjY = 1] | > 0: |
|  |

This ratio is often called the log-likelihood ratio.

In our case, the log-likelihood ratio becomes

12 (x 0)T 1(x 0) 12 (x 1)T 1(x 1)

We can rewrite this as hw; xi + b where

w = ( 1 0)T 1 and b = 12 T0 1 0 T1 1 1 : (24.8)

As a result of the preceding derivation we obtain that under the aforemen-tioned generative assumptions, the Bayes optimal classi er is a linear classi er. Additionally, one may train the classi er by estimating the parameter 0; 1 and from the data, using, for example, the maximum likelihood estimator. With those estimators at hand, the values of w and b can be calculated as in Equation ([24.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page348)).

24.4 Latent Variables and the EM Algorithm

In generative models we assume that the data is generated by sampling from a speci c parametric distribution over our instance space X . Sometimes, it is convenient to express this distribution using latent random variables. A natural example is a mixture of k Gaussian distributions. That is, X = Rd and we assume that each x is generated as follows. First, we choose a random number in f1; : : : ; kg. Let Y be a random variable corresponding to this choice, and denote P[Y = y] = cy. Second, we choose x on the basis of the value of Y according to a Gaussian distribution

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| P[X = xjY = y] = (2 )d=2j yj1=2 | | exp | 2 | | (x y)T y 1(x y) | : (24.9) |
| 1 | |  | 1 | |  |  |
|  |  |  |  |  |  |  |

|  |  |
| --- | --- |
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Therefore, the density of X can be written as:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | k |  |  |  |  |  |  |  |  |  |  |
| P[X = x] = | X | P[Y = y]P[X = xjY = y] | | | | | | | |  |  |
| y=1 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| = | k | cy (2 )d=21 | | y |  | 1=2 | exp | 2 | | (x y)T y 1(x y) | : |
| y=1 |  |
|  | X |  |  |  |  |  |  | 1 | |  |  |
|  |  | j |  | j |  |  |  |  |  |  |

Note that Y is a hidden variable that we do not observe in our data. Neverthe-less, we introduce Y since it helps us describe a simple parametric form of the probability of X.

More generally, let be the parameters of the joint distribution of X and Y (e.g., in the preceding example, consists of cy, y, and y, for all y = 1; : : : ; k). Then, the log-likelihood of an observation x can be written as

k

!

X

log (P [X = x]) = log

P [X = x; Y = y]

:

y=1

Given an i.i.d. sample, S = (x1; : : : ; xm), we would like to nd that maxi-mizes the log-likelihood of S,

m

Y

L( ) = log P [X = xi]

i=1

m

X

= log P [X = xi]

i=1

m

k

!

X X

= log

P [X = xi; Y = y]

:

i=1

y=1

The maximum-likelihood estimator is therefore the solution of the maximization problem

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  | m |  | P [X = xi; Y = y]! | : |
|  |  |  | k |  |
| argmax L( ) = | argmax | Xi | log | X |  |
|  |  |  |
|  |  | =1 |  | y=1 |  |

In many situations, the summation inside the log makes the preceding opti-mization problem computationally hard. The Expectation-Maximization (EM) algorithm, due to Dempster, Laird, and Rubin, is an iterative procedure for searching a (local) maximum of L( ). While EM is not guaranteed to nd the global maximum, it often works reasonably well in practice.

EM is designed for those cases in which, had we known the values of the latent variables Y , then the maximum likelihood optimization problem would have been tractable. More precisely, de ne the following function over m k matrices and the set of parameters :

m k

X X

F (Q; ) =

Qi;y

log (P [X = xi; Y = y]) :

=1 y=1

1. Generative Models

If each row of Q de nes a probability over the ith latent variable given X = xi,

then we can interpret F (Q; ) as the expected log-likelihood of a training set (x1; y1); : : : ; (xm; ym), where the expectation is with respect to the choice of each yi on the basis of the ith row of Q. In the de nition of F , the summation is outside the log, and we assume that this makes the optimization problem with respect to tractable:

assumption 24.1 For any matrix Q 2 [0; 1]m;k, such that each row of Q sums to 1, the optimization problem

argmax F (Q; )

is tractable.

The intuitive idea of EM is that we have a \chicken and egg" problem. On one hand, had we known Q, then by our assumption, the optimization problem of nding the best is tractable. On the other hand, had we known the parameters

we could have set Qi;y to be the probability of Y = y given that X = xi.

The EM algorithm therefore alternates between nding given Q and nding Q given . Formally, EM nds a sequence of solutions (Q(1); (1)); (Q(2); (2)); : : :

where at iteration t, we construct (Q(t+1); (t+1)) by performing two steps. Expectation Step: Set

|  |  |
| --- | --- |
| Qi;y(t+1) = P (t) [Y = yjX = xi]: | (24.10) |

This step is called the Expectation step, because it yields a new probabil-ity over the latent variables, which de nes a new expected log-likelihood function over .

Maximization Step: Set (t+1) to be the maximizer of the expected log-likelihood, where the expectation is according to Q(t+1):

|  |  |
| --- | --- |
| (t+1) = argmax F (Q(t+1); ): | (24.11) |
|  |  |

By our assumption, it is possible to solve this optimization problem e - ciently.

The initial values of (1) and Q(1) are usually chosen at random and the procedure terminates after the improvement in the likelihood value stops being signi cant.

24.4.1 EM as an Alternate Maximization Algorithm

To analyze the EM algorithm, we rst view it as an alternate maximization algorithm. De ne the following objective function

m k

X X

G(Q; ) = F (Q;

)

Qi;y log(Qi;y):

=1 y=1

|  |  |
| --- | --- |
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The second term is the sum of the entropies of the rows of Q. Let

|  |  |  |
| --- | --- | --- |
| Q = (Q 2 [0; 1]m;k : 8i; | y=1 Qi;y = 1 | ) |
|  | k |  |
|  | X |  |

be the set of matrices whose rows de ne probabilities over [k]. The following lemma shows that EM performs alternate maximization iterations for maximiz-ing G.

lemma 24.2 The EM procedure can be rewritten as:

Q(t+1) = argmax G(Q; (t))

Q2Q

(t+1) = argmax G(Q(t+1); ) :

Furthermore, G(Q(t+1); (t)) = L( (t)).

Proof Given Q(t+1) we clearly have that

argmax G(Q(t+1); ) = argmax F (Q(t+1); ):

Therefore, we only need to show that for any , the solution of argmaxQ2Q G(Q; ) is to set Qi;y = P [Y = yjX = xi]. Indeed, by Jensen's inequality, for any Q 2 Q we have that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| G(Q; ) = | k | Qi;y log P | | | | | Qi;y | | ! |
| m |  |  | | |  | [X = xi; Y = y] | |  |
| i=1 | y=1 |  |  |
| X X | | k |  |  |  |  |  |  | !! |
|  | log | Qi;y P | | |  | Qi;y | |
| m |  |  |  |  | [X = xi; Y = y] | | |  |
| Xi |  | X |  |  |  |  |
|  |  |  |  |  |  |  |  |
| =1 |  | y=1 |  |  |  |  | ! |  |  |
| m |  | k |  |  |  |  |  |  |
| X |  | X |  |  |  |  |  |  |  |

1. logP [X = xi; Y = y]

i=1 y=1

m

X

1. log (P [X = xi]) = L( );

i=1

y P (t) [Y = yjX =

1. Generative Models

while for Qi;y = P [Y = yjX = xi] we have

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| G(Q; ) = | k | P [Y = yjX = xi] log | P [Y = y X = xi] | | | ! |
| m |  | [X = xi; Y = y] | | |  |
| i=1 | y=1 |
| X X | |  |  |
|  | P | j |  |  |

1. k

X X

1. P [Y = yjX = xi] log (P [X = xi])

i=1 y=1

1. k

X X

= log (P [X = xi]) P [Y = yjX = xi]

i=1 y=1

m

X

1. log (P [X = xi]) = L( ):

i=1

This shows that setting Qi;y = P [Y = yjX = xi] maximizes G(Q; ) over Q 2 Q and shows that G(Q(t+1); (t)) = L( (t)). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The preceding lemma immediately implies:

theorem 24.3 The EM procedure never decreases the log-likelihood; namely, for all t,

L( (t+1)) L( (t)):

Proof By the lemma we have

L( (t+1)) = G(Q(t+2); (t+1)) G(Q(t+1); (t)) = L( (t)):

24.4.2 EM for Mixture of Gaussians (Soft k-Means)

Consider the case of a mixture of k Gaussians in which is a triplet (c; f 1; : : : ; kg; f 1; : : : ; kg) where P [Y = y] = cy and P [X = xjY = y] is as given in Equation ([24.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page348)). For

simplicity, we assume that 1 = 2 = = k = I, where I is the identity matrix. Specifying the EM algorithm for this case we obtain the following:

Expectation step: For each i 2 [m] and y 2 [k] we have that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P (t) [Y = yjX = xi] = | 1 | P (t) [Y = y] P (t) [X = xijY = y] | | | | | |  |
|  |  |
| Zi | (24.12) |
| = | Zi | cy(t) exp | 2 kxi y(t)k2 | | |  | ; |
|  | 1 |  | 1 | | |  |  |  |
|  |  |  |  |  |  |  |  |  |

P

where Zi is a normalization factor which ensures that xi] sums to 1.

Maximization step: We need to set t+1 to be a maximizer of Equation ([24.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page350)),

|  |  |
| --- | --- |
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which in our case amounts to maximizing the following expression w.r.t. c and :

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| m k | P (t) [Y = yjX = xi] | log(cy) 2 kxi yk2 | | |  | : | (24.13) |
| i=1 y=1 |
| X X |  | 1 | | |  |  |  |
|  |  |  |  |  |  |  |

Comparing the derivative of Equation ([24.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page353)) w.r.t. y to zero and rear-ranging terms we obtain:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| y | m | |  |  |  | (t) [Y = y X = xi] | |  |
| P | i=1 | |  |  |  |
|  | i | =1 |  |  | (t) [Y = y | | X = xi] xi |  |
| = | m | P | |  | j |  | : |
|  |  | j |
|  | P | |  | P | |  |  |

That is, y is a weighted average of the xi where the weights are according to the probabilities calculated in the E step. To nd the optimal c we need to be more careful since we must ensure that c is a probability vector. In Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page356) we show that the solution is:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| cy = |  | im=1 P (t) [Y = yjX = xi] | | | | | : | (24.14) |
|  |
|  | y0P | |  |  |  |  |  |  |
|  | k | m |  | (t) [Y = y0 |  | X = xi] | |  |
|  | P | =1 i=1 | P | j |  |
|  | P |  |  |  |  |

It is interesting to compare the preceding algorithm to the k-means algorithm described in Chapter [22](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page307). In the k-means algorithm, we rst assign each example to a cluster according to the distance kxi yk. Then, we update each center y according to the average of the examples assigned to this cluster. In the EM approach, however, we determine the probability that each example belongs to each cluster. Then, we update the centers on the basis of a weighted sum over the entire sample. For this reason, the EM approach for k-means is sometimes called \soft k-means."

24.5 Bayesian Reasoning

The maximum likelihood estimator follows a frequentist approach. This means that we refer to the parameter as a xed parameter and the only problem is that we do not know its value. A di erent approach to parameter estimation is called Bayesian reasoning. In the Bayesian approach, our uncertainty about

is also modeled using probability theory. That is, we think of as a random

variable as well and refer to the distribution P[ ] as a prior distribution. As its name indicates, the prior distribution should be de ned by the learner prior to observing the data.

As an example, let us consider again the drug company which developed a new drug. On the basis of past experience, the statisticians at the drug company believe that whenever a drug has reached the level of clinic experiments on people, it is likely to be e ective. They model this prior belief by de ning a density distribution on such that

|  |  |  |  |
| --- | --- | --- | --- |
| P[ ] = | (0:2 | if0:5 | (24.15) |
|  | 0:8 | if > 0:5 |  |

1. Generative Models

As before, given a speci c value of , it is assumed that the conditional proba-

bility, P[X = xj ], is known. In the drug company example, X takes values in f0; 1g and P[X = xj ] = x(1 )1 x.

Once the prior distribution over and the conditional distribution over X given are de ned, we again have complete knowledge of the distribution over

X. This is because we can write the probability over X as a marginal probability

X X

P[X = x] = P[X = x; ] = P[ ]P[X = xj ];

where the last equality follows from the de nition of conditional probability. If

is continuous we replace P[ ] with the density function and the sum becomes an integral:

Z

P[X = x] = P[ ]P[X = xj ] d :

Seemingly, once we know P[X = x], a training set S = (x1; : : : ; xm) tells us nothing as we are already experts who know the distribution over a new point X. However, the Bayesian view introduces dependency between S and X. This is because we now refer to as a random variable. A new point X and the previous points in S are independent only conditioned on . This is di erent from the frequentist philosophy in which is a parameter that we might not know, but since it is just a parameter of the distribution, a new point X and previous points S are always independent.

In the Bayesian framework, since X and S are not independent anymore, what we would like to calculate is the probability of X given S, which by the chain rule can be written as follows:

X

X

P[X = xjS] =

P[X = xj ; S] P[ jS] =

P[X = xj ] P[ jS]:

The second inequality follows from the assumption that X and S are independent when we condition on . Using Bayes' rule we have

P[ jS] = P[Sj ] P[ ] ;

P[S]

and together with the assumption that points are independent conditioned on , we can write

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  | m |  |
| [ S] = | P[Sj ] P[ ] | | = |  | 1 |  | iY | [X = x ] [ ]: |
|  | | P |  |  |
| P j | P | [S] |  | [S] | | ij P |
|  |  |  | P |
|  |  |  |  |  |  |  | =1 |  |

We therefore obtain the following expression for Bayesian prediction:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  |  | m |  |
| P[X = xjS] = |  | 1 | X P[X = xj ] Y P[X = xij ] P[ ]: | | (24.16) |
| P | [S] |
|  |  |  |  | i=1 |  |

Getting back to our drug company example, we can rewrite P[X = xjS] as

P[X = xjS] = 1 Z x+Pi xi (1 )1 x+Pi(1 xi) P[ ] d :

P [S]

|  |  |
| --- | --- |
| 24.6 Summary | 355 |
|  |  |

It is interesting to note that when P[ ] is uniform we obtain that

Z

P[X = xjS] / x+Pi xi (1 )1 x+Pi(1 xi) d :

Solving the preceding integral (using integration by parts) we obtain

P

P[X = 1jS] = ( i xi) + 1 :

m + 2

Recall that the prediction according to the maximum likelihood principle in this

P

P j^ xi

case is [X = 1 ] = mi . The Bayesian prediction with uniform prior is rather similar to the maximum likelihood prediction, except it adds \pseudoexamples" to the training set, thus biasing the prediction toward the uniform prior.

Maximum A Posteriori

In many situations, it is di cult to nd a closed form solution to the integral given in Equation ([24.16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page354)). Several numerical methods can be used to approxi-mate this integral. Another popular solution is to nd a single which maximizes P[ jS]. The value of which maximizes P[ jS] is called the Maximum A Poste-riori estimator. Once this value is found, we can calculate the probability that X = x given the maximum a posteriori estimator and independently on S.

24.6 Summary

In the generative approach to machine learning we aim at modeling the distri-bution over the data. In particular, in parametric density estimation we further assume that the underlying distribution over the data has a speci c paramet-ric form and our goal is to estimate the parameters of the model. We have described several principles for parameter estimation, including maximum like-lihood, Bayesian estimation, and maximum a posteriori. We have also described several speci c algorithms for implementing the maximum likelihood under dif-ferent assumptions on the underlying data distribution, in particular, Naive Bayes, LDA, and EM.

24.7 Bibliographic Remarks

The maximum likelihood principle was studied by Ronald Fisher in the beginning of the 20th century. Bayesian statistics follow Bayes' rule, which is named after the 18th century English mathematician Thomas Bayes.

There are many excellent books on the generative and Bayesian approaches to machine learning. See, for example, (Bishop 2006, Koller & Friedman 2009, MacKay 2003, Murphy 2012, Barber 2012).

1. Generative Models

24.8 Exercises

1. Prove that the maximum likelihood estimator of the variance of a Gaussian variable is biased.
2. Regularization for Maximum Likelihood: Consider the following regularized

loss minimization:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1 |  | m | 1 | |  |
|  |  | Xi | log(1=P [xi]) + |  | (log(1= ) + log(1=(1 ))) : |
| m | | =1 | m |
|  |  |  |  |  |

Show that the preceding objective is equivalent to the usual empirical error had we added two pseudoexamples to the training set. Conclude that the regularized maximum likelihood estimator would be

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  | ^ = m + 2 1 + xi! | | | | | | : |  |  |  |  |
|  |  |  |  |  |  | 1 | |  |  |  | m |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | Xi |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | =1 |  |  |  |  |  |
|  |  |  |  |  |  | ^ | | |  | ? |  |  | ^ | ^ | | |
| Derive a high probability bound on j | | | | | | | | |  | j. Hint: Rewrite this as j | | | E[ ]+ | | |
| ^ |  | ? | j and then use the triangle inequality and Hoe ding inequality. | | | | | | | | | | | | | |
| E[ ] | |  |
|  |  |  |  |  |  |  |  |  |  |  |  | ^ |  |  | 1 |  |
| Use this to bound the true risk. Hint: Use the fact that now | | | | | | | | | | | | |  | | m+2 | to |
|  | ^ | |  | ? | j to the relative entropy. | | | | |  |  |  |  |  |  |  |
| relate j | | |  |  |  |  |  |  |  |  |
| 3. Consider a general optimization problem of the form: | | | | | | | | | | | | |  |  |  |  |
|  |  |  |  |  |  | k | | |  |  | X | |  |  |  |  |
|  |  |  |  |  |  | X | | |  |  |  |  |  |  |
|  |  |  |  |  | max | y log(cy) s.t. | | | |  | cy > 0; | cy = 1 ; |  |  |  |  |
|  |  |  |  |  | c | y=1 | | |  |  |  | y |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

where 2 Rk+ is a vector of nonnegative weights. Verify that the M step of soft k-means involves solving such an optimization problem.

Let c? = P1 . Show that c? is a probability vector.

y y

Show that the optimization problem is equivalent to the problem:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | (c? | jj |  |  |  |  | X |  |  |
| min D | RE | c) s.t. | c | y | > 0; | c | y | = 1 : |
| c |  |  |  |  | y |  |
|  |  |  |  |  |  |  |  |  |  |

Using properties of the relative entropy, conclude that c? is the solution to the optimization problem.

1. Feature Selection and Generation

In the beginning of the book, we discussed the abstract model of learning, in which the prior knowledge utilized by the learner is fully encoded by the choice of the hypothesis class. However, there is another modeling choice, which we have so far ignored: How do we represent the instance space X ? For example, in the papayas learning problem, we proposed the hypothesis class of rectangles in the softness-color two dimensional plane. That is, our rst modeling choice was to represent a papaya as a two dimensional point corresponding to its softness and color. Only after that did we choose the hypothesis class of rectangles as a class of mappings from the plane into the label set. The transformation from the real world object \papaya" into the scalar representing its softness or its color is called a feature function or a feature for short; namely, any measurement of the real world object can be regarded as a feature. If X is a subset of a vector space, each x 2 X is sometimes referred to as a feature vector. It is important to understand that the way we encode real world objects as an instance space X is by itself prior knowledge about the problem.

Furthermore, even when we already have an instance space X which is rep-resented as a subset of a vector space, we might still want to change it into a di erent representation and apply a hypothesis class on top of it. That is, we may de ne a hypothesis class on X by composing some class H on top of a feature function which maps X into some other vector space X 0. We have al-ready encountered examples of such compositions { in Chapter [15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page202) we saw that kernel-based SVM learns a composition of the class of halfspaces over a feature mapping that maps each original instance in X into some Hilbert space. And, indeed, the choice of is another form of prior knowledge we impose on the problem.

In this chapter we study several methods for constructing a good feature set. We start with the problem of feature selection, in which we have a large pool of features and our goal is to select a small number of features that will be used by our predictor. Next, we discuss feature manipulations and normalization. These include simple transformations that we apply on our original features. Such transformations may decrease the sample complexity of our learning algorithm, its bias, or its computational complexity. Last, we discuss several approaches for feature learning. In these methods, we try to automate the process of feature construction.

1. Feature Selection and Generation

We emphasize that while there are some common techniques for feature learn-ing one may want to try, the No-Free-Lunch theorem implies that there is no ulti-mate feature learner. Any feature learning algorithm might fail on some problem. In other words, the success of each feature learner relies (sometimes implicitly) on some form of prior assumption on the data distribution. Furthermore, the relative quality of features highly depends on the learning algorithm we are later going to apply using these features. This is illustrated in the following example.

Example 25.1 Consider a regression problem in which X = R2, Y = R, and the loss function is the squared loss. Suppose that the underlying distribution is such that an example (x; y) is generated as follows: First, we sample x1 from the uniform distribution over [ 1; 1]. Then, we deterministically set y = x12. Finally, the second feature is set to be x2 = y + z, where z is sampled from the uniform distribution over [ 0:01; 0:01]. Suppose we would like to choose a single feature. Intuitively, the rst feature should be preferred over the second feature as the target can be perfectly predicted based on the rst feature alone, while it cannot be perfectly predicted based on the second feature. Indeed, choosing the rst feature would be the right choice if we are later going to apply polynomial regression of degree at least 2. However, if the learner is going to be a linear regressor, then we should prefer the second feature over the rst one, since the optimal linear predictor based on the rst feature will have a larger risk than the optimal linear predictor based on the second feature.

25.1 Feature Selection

Throughout this section we assume that X = Rd. That is, each instance is repre-sented as a vector of d features. Our goal is to learn a predictor that only relies on k d features. Predictors that use only a small subset of features require a smaller memory footprint and can be applied faster. Furthermore, in applications such as medical diagnostics, obtaining each possible \feature" (e.g., test result) can be costly; therefore, a predictor that uses only a small number of features is desirable even at the cost of a small degradation in performance, relative to a predictor that uses more features. Finally, constraining the hypothesis class to use a small subset of features can reduce its estimation error and thus prevent over tting.

Ideally, we could have tried all subsets of k out of d features and choose the subset which leads to the best performing predictor. However, such an exhaustive search is usually computationally intractable. In the following we describe three computationally feasible approaches for feature selection. While these methods cannot guarantee nding the optimal subset, they often work reasonably well in practice. Some of the methods come with formal guarantees on the quality of the selected subsets under certain assumptions. We do not discuss these guarantees here.

|  |  |
| --- | --- |
| 25.1 Feature Selection | 359 |
|  |  |

25.1.1 Filters

Maybe the simplest approach for feature selection is the lter method, in which we assess individual features, independently of other features, according to some quality measure. We can then select the k features that achieve the highest score (alternatively, decide also on the number of features to select according to the value of their scores).

Many quality measures for features have been proposed in the literature. Maybe the most straightforward approach is to set the score of a feature ac-cording to the error rate of a predictor that is trained solely by that feature.

To illustrate this, consider a linear regression problem with the squared loss. Let v = (x1;j; : : : ; xm;j) 2 Rm be a vector designating the values of the jth feature on a training set of m examples and let y = (y1; : : : ; ym) 2 Rm be the values of the target on the same m examples. The empirical squared loss of an ERM linear predictor that uses only the jth feature would be

min 1 kav + b yk2;

a;b2R m

where the meaning of adding a scalar b to a vector v is adding b to all coordinates

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | |  |  | m |  |  |  |  |  |  |  |  |  |
| of v. To solve this problem, let v = | | | | | | | | | | | | | | |  |  |  |  | i=1 vi be the averaged value of the | | | | | | | | | |
|  |  | m | |  |  |
|  |  |  |  | 1 | |  |  |  | m | |  |  |  |  |  | averaged value of the target. Clearly (see | | | | | | | | | | | | | | |
| feature and let y = | | | | | m |  | P | | i=1 y | | | | i be the | |  |  |  |  | P | |  |  |  |  |  |  |  |  |  |  |
| Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page371)), | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| min | | 1 |  | av + b | | | |  |  | y |  | 2 | = min | |  | 1 | |  |  | a(v | |  | v) + b |  | (y |  | y) |  | 2: | (25.1) |
| m k | |  | | k |  | m k | | | | |  |  |  | k |
| a;b | 2R |  |  |  |  |  |  | a;b | 2R |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Taking the derivative of the right-hand side objective with respect to b and comparing it to zero we obtain that b = 0. Similarly, solving for a (once we know that b = 0) yields a = hv v; y yi=kv vk2. Plugging this value back into the objective we obtain the value

ky yk2 (hv v; y yi)2 :

kv vk2

Ranking the features according to the minimal loss they achieve is equivalent to ranking them according to the absolute value of the following score (where now a higher score yields a better feature):

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| hv v; y yi |  |  |  |  |  |  |  | 1 | hv v; y yi | | | | |  |  |  |
|  | = |  |  |  |  |  | m |  | : | (25.2) |
|  |  |  |  |  |  |  |  |  |  |  |
| kv vk ky yk | | q | | | 1 | kv vk2 q | | | | | 1 | ky yk2 |  |
|  |  |  |  |
|  | m | m |  |  |  |

The preceding expression is known as Pearson's correlation coe cient. The nu-merator is the empirical estimate of the covariance of the jth feature and the target value, E[(v E v)(y E y)], while the denominator is the squared root of the empirical estimate for the variance of the jth feature, E[(v E v)2], times the variance of the target. Pearson's coe cient ranges from 1 to 1, where if the Pearson's coe cient is either 1 or 1, there is a linear mapping from v to y with zero empirical risk.

1. Feature Selection and Generation

If Pearson's coe cient equals zero it means that the optimal linear function from v to y is the all-zeros function, which means that v alone is useless for predicting y. However, this does not mean that v is a bad feature, as it might be the case that together with other features v can perfectly predict y. Indeed, consider a simple example in which the target is generated by the function y = x1 + 2x2. Assume also that x1 is generated from the uniform distribution over f 1g, and x2 = 12 x1 + 12 z, where z is also generated i.i.d. from the uniform distribution over f 1g. Then, E[x1] = E[x2] = E[y] = 0, and we also have

E[yx1] = E[x21] + 2 E[x2x1] = E[x21] E[x21] + E[zx1] = 0:

Therefore, for a large enough training set, the rst feature is likely to have a Pearson's correlation coe cient that is close to zero, and hence it will most probably not be selected. However, no function can predict the target value well without knowing the rst feature.

There are many other score functions that can be used by a lter method. Notable examples are estimators of the mutual information or the area under the receiver operating characteristic (ROC) curve. All of these score functions su er from similar problems to the one illustrated previously. We refer the reader to Guyon & Elissee (2003).

25.1.2 Greedy Selection Approaches

Greedy selection is another popular approach for feature selection. Unlike lter methods, greedy selection approaches are coupled with the underlying learning algorithm. The simplest instance of greedy selection is forward greedy selection. We start with an empty set of features, and then we gradually add one feature at a time to the set of selected features. Given that our current set of selected features is I, we go over all i 2= I, and apply the learning algorithm on the set of features I [ fig. Each such application yields a di erent predictor, and we choose to add the feature that yields the predictor with the smallest risk (on the training set or on a validation set). This process continues until we either select k features, where k is a prede ned budget of allowed features, or achieve an accurate enough predictor.

Example 25.2 (Orthogonal Matching Pursuit) To illustrate the forward greedy selection approach, we specify it to the problem of linear regression with the squared loss. Let X 2 Rm;d be a matrix whose rows are the m training instances. Let y 2 Rm be the vector of the m labels. For every i 2 [d], let Xi be the ith column of X. Given a set I [d] we denote by XI the matrix whose columns are fXi : i 2 Ig.

The forward greedy selection method starts with I0 = ;. At iteration t, we look for the feature index jt, which is in

argmin min kXIt 1[fjgw yk2:

j w2Rt

kujk2

2Rt

|  |  |
| --- | --- |
| 25.1 Feature Selection | 361 |
|  |  |

Then, we update It = It 1 [ fjtg.

We now describe a more e cient implementation of the forward greedy selec-tion approach for linear regression which is called Orthogonal Matching Pursuit (OMP). The idea is to keep an orthogonal basis of the features aggregated so far. Let Vt be a matrix whose columns form an orthonormal basis of the columns of XIt .

Clearly,

min kXIt w yk2 = min kVt yk2:

w

We will maintain a vector t which minimizes the right-hand side of the equation. Initially, we set I0 = ;, V0 = ;, and 1 to be the empty vector. At round t, for every j, we decompose Xj = vj + uj where vj = Vt 1Vt>1Xj is the projection of Xj onto the subspace spanned by Vt 1 and uj is the part of Xj orthogonal to

Vt 1 (see Appendix [C](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page430)). Then,

min kVt 1 + uj yk2

;

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| = ; | kVt 1 yk | | | | | | 2 |  | 2 |  |  |  | 2 | + 2 huj; Vt 1 yi | | | | | | |
| 2 | + 2 | | kujk2 | | | |
| min |  |  |  |  |  |  |  |  |  |  |  | jk 2 | |  |  | 2h |  |  |  | i |
| = ; | k | t 1 |  |  | y | k | 2 | + | | k | u |  |  | j |  | y |
| min | V |  |  |  |  |  |  |  | + 2 | | | u ; |  |  |
|  |  |  |  |  |  | 2 |  |  | min | | | 2 | k | 2 |  |  |  |  |
| = min | kVt 1 yk | | | | | |  |  | min | | |  | ujk 2 huj; yi | | | | | | | |
|  |  | + | | |  |  |
| = kVt 1 t 1 yk + | | | | | | | | |  |  | kujk 2 huj; yi | | | | | | | | | |

1. kVt 1 t 1 yk2 (huj; yi)2 : kujk2

It follows that we should select the feature

jt = argmax (huj; yi)2 :

j

The rest of the update is to set

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Vt = | Vt 1 | ; kujt k2 | | | ; | t = t 1 ; | hkujt k2i | | : |
|  |  |  | ujt |  |  |  | ujt ; y |  |  |

The OMP procedure maintains an orthonormal basis of the selected features, where in the preceding description, the orthonormalization property is obtained by a procedure similar to Gram-Schmidt orthonormalization. In practice, the Gram-Schmidt procedure is often numerically unstable. In the pseudocode that follows we use SVD (see Section [C.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page431)) at the end of each round to obtain an orthonormal basis in a numerically stable manner.

1. Feature Selection and Generation

Orthogonal Matching Pursuit (OMP)

input:

data matrix X 2 Rm;d, labels vector y 2 Rm,

budget of features T

initialize: I1 = ;

for t = 1; : : : ; T

use SVD to nd an orthonormal basis V 2 Rm;t 1 of XIt (for t = 1 set V to be the all zeros matrix)

|  |  |  |  |
| --- | --- | --- | --- |
| foreach j 2 [d] n It let uj | = Xj 2 | | V V >Xj |
| let jt = argmaxj 2=It:kujk>0 |  | (huj;yi) |  |
|  | kujk2 |  |
| update It+1 = It [ fjtg |  |  |  |
| output IT +1 |  |  |  |

More E cient Greedy Selection Criteria

Let R(w) be the empirical risk of a vector w. At each round of the forward greedy selection method, and for every possible j, we should minimize R(w) over the vectors w whose support is It 1 [ fjg. This might be time consuming.

A simpler approach is to choose jt that minimizes

argmin min R(wt 1 + ej);

1. 2R

where ej is the all zeros vector except 1 in the jth element. That is, we keep the weights of the previously chosen coordinates intact and only optimize over the new variable. Therefore, for each j we need to solve an optimization problem over a single variable, which is a much easier task than optimizing over t.

An even simpler approach is to upper bound R(w) using a \simple" function and then choose the feature which leads to the largest decrease in this upper bound. For example, if R is a -smooth function (see Equation ([12.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page162)) in Chap-ter [12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page156)), then

R(w + ej) R(w) + @R(w) + 2=2:

@wj

Minimizing the right-hand side over yields = @R(w)

@wj

value into the above yields

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| R(w + ej) R(w) | 1 |  | @R(w) | |  | 2 |
|  |  |  |  |
| 2 | @wj | |  |

1 and plugging this

:

This value is minimized if the partial derivative of R(w) with respect to wj is maximal. We can therefore choose jt to be the index of the largest coordinate of the gradient of R(w) at w.

Remark 25.3 (AdaBoost as a Forward Greedy Selection Procedure) It is pos-sible to interpret the AdaBoost algorithm from Chapter [10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page130) as a forward greedy

|  |  |
| --- | --- |
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|  |  |

selection procedure with respect to the function

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 |  | 0 |  |  | 11 |  |  |
|  | m |  | @ | d |  | AA |  |  |
| R(w) = log | @Xi | exp | X | wjhj(xi) | : | (25.3) |
|  |  | yi |  |
|  | =1 |  |  | j=1 |  |  |  |  |

See Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page371).

Backward Elimination

Another popular greedy selection approach is backward elimination. Here, we start with the full set of features, and then we gradually remove one feature at a time from the set of features. Given that our current set of selected features is I, we go over all i 2 I, and apply the learning algorithm on the set of features I nfig. Each such application yields a di erent predictor, and we choose to remove the feature i for which the predictor obtained from I n fig has the smallest risk (on the training set or on a validation set).

Naturally, there are many possible variants of the backward elimination idea.

It is also possible to combine forward and backward greedy steps.

25.1.3 Sparsity-Inducing Norms

The problem of minimizing the empirical risk subject to a budget of k features can be written as

min LS(w) s.t. kwk0 k;

w

where[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page363)

kwk0 = jfi : wi 6= 0gj:

In other words, we want w to be sparse, which implies that we only need to measure the features corresponding to nonzero elements of w.

Solving this optimization problem is computationally hard (Natarajan 1995, Davis, Mallat & Avellaneda 1997). A possible relaxation is to replace the non-

Pd

convex function kwk0 with the `1 norm, kwk1 = i=1 jwij, and to solve the problem

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| w | S | (w) s.t. | k | w | k1 | 1 | (25.4) |
| min L | |  |  | k ; |

where k1 is a parameter. Since the `1 norm is a convex function, this problem can be solved e ciently as long as the loss function is convex. A related problem is minimizing the sum of LS(w) plus an `1 norm regularization term,

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| w | S | k | w | k1 | ) ; | (25.5) |
| min (L | | (w) + |  |

where is a regularization parameter. Since for any k1 there exists a such that

1. The function k k0 is often referred to as the `0 norm. Despite the use of the \norm" notation, k k0 is not really a norm; for example, it does not satisfy the positive homogeneity property of norms, kawk0 6= jaj kwk0.
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Equation ([25.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page363)) and Equation ([25.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page363)) lead to the same solution, the two problems

are in some sense equivalent.

The `1 regularization often induces sparse solutions. To illustrate this, let us

start with the simple optimization problem

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| w2R | 2 w | | |  | xw + jwj | : |  |
| min | 1 | | | 2 |  |  | (25.6) |
|  |  |  |  |  |  |

It is easy to verify (see Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page371)) that the solution to this problem is the \soft thresholding" operator

|  |  |
| --- | --- |
| w = sign(x) [jxj ]+ ; | (25.7) |

def

where [a]+ = maxfa; 0g. That is, as long as the absolute value of x is smaller than , the optimal solution will be zero.

Next, consider a one dimensional regression problem with respect to the squared loss:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | w Rm2m | | | | | | |  |  | (xiw yi) + jwj! : | | | | | | | |  |  |  |
|  |  |  | 2 |  |  | 1 | |  | m | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | Xi | | |  |  |  |  |  | 2 |  |  |  |  |
|  | argmin | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | =1 | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| We can rewrite the problem as | | | | | | | |  |  |  |  |  |  |  |  | xiyi! | w + jwj! |  |  |  |
| w Rm2 m | | | | | |  | xi ! wm | | | | | | | | | : |  |  |
|  | 1 | |  |  |  |  |  |  |  |  |  |  |  |  |  | m |  |  |  |  |
| 2 |  | 1 |  | Xi | |  |  |  | 2 |  | 1 | |  | Xi |  |  |  |  |
| argmin |  |  |  |  | 2 | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | =1 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| For simplicity let us assume that | | | | | | | |  | 1 |  |  | 2 |  |  |  |  |  | m | x y | ; |
|  |  |  | = 1, and denote hx; yi = Pi=1 | | | | | |
| then the optimal solution is | | | | | | | | m | | Pi xi | | | i i |  |

1. = sign(hx; yi) [jhx; yij=m ]+ :

That is, the solution will be zero unless the correlation between the feature x and the labels vector y is larger than .

Remark 25.4 Unlike the `1 norm, the `2 norm does not induce sparse solutions.

Indeed, consider the problem above with an `2 regularization, namely,

argmin

w2Rm

Then, the optimal solution is

|  |  |  |
| --- | --- | --- |
| 2m | (xiw yi)2 | + w2! : |
| 1 | m |  |
|  | Xi |  |
|  |  |
|  | =1 |  |

hx; yi=m

w = kxk2=m + 2 :

This solution will be nonzero even if the correlation between x and y is very small. In contrast, as we have shown before, when using `1 regularization, w will be nonzero only if the correlation between x and y is larger than the regularization parameter .

108 1

0:25

|  |  |
| --- | --- |
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|  |  |

Adding `1 regularization to a linear regression problem with the squared loss yields the LASSO algorithm, de ned as

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| argmin |  | 1 | 2 | : |  |
| 2m kXw yk + kwk1 | | (25.8) |
| w |

Under some assumptions on the distribution and the regularization parameter , the LASSO will nd sparse solutions (see, for example, (Zhao & Yu 2006) and the references therein). Another advantage of the `1 norm is that a vector with low `1 norm can be \sparsi ed" (see, for example, (Shalev-Shwartz, Zhang & Srebro 2010) and the references therein).

25.2 Feature Manipulation and Normalization

Feature manipulations or normalization include simple transformations that we apply on each of our original features. Such transformations may decrease the approximation or estimation errors of our hypothesis class or can yield a faster algorithm. Similarly to the problem of feature selection, here again there are no absolute \good" and \bad" transformations, but rather each transformation that we apply should be related to the learning algorithm we are going to apply on the resulting feature vector as well as to our prior assumptions on the problem.

To motivate normalization, consider a linear regression problem with the squared loss. Let X 2 Rm;d be a matrix whose rows are the instance vectors and let y 2 Rm be a vector of target values. Recall that ridge regression returns the vector

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| w | m kXw yk + kwk | | | | = (2 mI + X>X) X>y: |
| argmin | 1 | | 2 | 2 | 1 |
|  |  |
|  |  |  |  |  |

Suppose that d = 2 and the underlying data distribution is as follows. First we sample y uniformly at random from f 1g. Then, we set x1 to be y + 0:5 , where

is sampled uniformly at random from f 1g, and we set x2 to be 0:0001y. Note that the optimal weight vector is w? = [0; 10000], and LD(w?) = 0. However, the objective of ridge regression at w? is 108. In contrast, the objective of ridge regression at w = [1; 0] is likely to be close to 0:25 + . It follows that whenever

> 0:25 10 8, the objective of ridge regression is smaller at the

suboptimal solution w = [1; 0]. Since typically should be at least 1=m (see the analysis in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171)), it follows that in the aforementioned example, if the number of examples is smaller than 108 then we are likely to output a suboptimal solution.

The crux of the preceding example is that the two features have completely di erent scales. Feature normalization can overcome this problem. There are many ways to perform feature normalization, and one of the simplest approaches is simply to make sure that each feature receives values between 1 and 1. In the preceding example, if we divide each feature by the maximal value it attains
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we will obtain that x1 = y+0:5 and x2 = y. Then, for 10 3 the solution of

1:5

ridge regression is quite close to w?.

Moreover, the generalization bounds we have derived in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171) for reg-ularized loss minimization depend on the norm of the optimal vector w? and on the maximal norm of the instance vectors.[2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page366) Therefore, in the aforementioned example, before we normalize the features we have that kw?k2 = 108, while af-ter we normalize the features we have that kw?k2 = 1. The maximal norm of the instance vector remains roughly the same; hence the normalization greatly improves the estimation error.

Feature normalization can also improve the runtime of the learning algorithm. For example, in Section [14.5.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page199) we have shown how to use the Stochastic Gradient Descent (SGD) optimization algorithm for solving the regularized loss minimiza-tion problem. The number of iterations required by SGD to converge also depends on the norm of w? and on the maximal norm of kxk. Therefore, as before, using normalization can greatly decrease the runtime of SGD.

Next, we demonstrate in the following how a simple transformation on features, such as clipping, can sometime decrease the approximation error of our hypoth-esis class. Consider again linear regression with the squared loss. Let a > 1 be a large number, suppose that the target y is chosen uniformly at random from f 1g, and then the single feature x is set to be y with probability (1 1=a) and set to be ay with probability 1=a. That is, most of the time our feature is bounded but with a very small probability it gets a very high value. Then, for any w, the expected squared loss of w is

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| LD(w) = | E | 1 | | (wx y)2 | | | | | |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  | 2 |  |  |  |  | (awy y)2: |
| = |  | 1 a | | | | | 2 (wy y)2 + a 2 | | | | | | |
|  |  | 1 | | | |  | 1 | |  | 1 1 | | | |  |
|  | | | | |  |  |  |  | 22a 1 |  |  |  |  |  |
| Solving for w we obtain that w? = | | | | | | |  |  | , which goes to zero as a goes to in n- | | | | |
|  |  |  |  |  |  |  |  | a +a 1 | |  |  |  |  |  |

ity. Therefore, the objective at w? goes to 0:5 as a goes to in nity. For example,

for a = 100 we will obtain LD(w?) 0:48. Next, suppose we apply a \clipping" transformation; that is, we use the transformation x 7!sign(x) minf1; jxjg. Then, following this transformation, w? becomes 1 and LD(w?) = 0. This simple ex-ample shows that a simple transformation can have a signi cant in uence on the approximation error.

Of course, it is not hard to think of examples in which the same feature trans-formation actually hurts performance and increases the approximation error. This is not surprising, as we have already argued that feature transformations

1. More precisely, the bounds we derived in Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171) for regularized loss minimization depend on kw?k2 and on either the Lipschitzness or the smoothness of the loss function. For linear predictors and loss functions of the form `(w; (x; y)) = (hw; xi; y), where is convex and either 1-Lipschitz or 1-smooth with respect to its rst argument, we have that ` is either kxk-Lipschitz or kxk2-smooth. For example, for the squared loss,

(a; y) = 12 (a y)2, and `(w; (x; y)) = 12 (hw; xi y)2 is kxk2-smooth with respect to its rst argument.

fi fmin

Pm

i=1

|  |  |
| --- | --- |
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|  |  |

should rely on our prior assumptions on the problem. In the aforementioned ex-ample, a prior assumption that may lead us to use the \clipping" transformation is that features that get values larger than a prede ned threshold value give us no additional useful information, and therefore we can clip them to the prede ned threshold.

25.2.1 Examples of Feature Transformations

We now list several common techniques for feature transformations. Usually, it is helpful to combine some of these transformations (e.g., centering + scaling). In the following, we denote by f = (f1; : : : ; fm) 2 Rm the value of the feature f

over the m training examples. Also, we denote by f = m1 fi the empirical

mean of the feature over all examples.

|  |  |
| --- | --- |
| Centering: | fi f. |
| This transformation makes the feature have zero mean, by setting fi |
| Unit Range: |  |

|  |  |  |
| --- | --- | --- |
| This transformation makes the range of each feature | be [0; 1]. Formally, let | |
| fmax = maxi fi and fmin = mini fi. Then, we set fi | fi fmin | . Similarly, |
|  | fmax fmin | |

we can make the range of each feature be [ 1; 1] by the transformation fi

2 fmax fmin 1. Of course, it is easy to make the range [0; b] or [ b; b], where b is

a user-speci ed parameter.

Standardization:

This transformation makes all features have a zero mean and unit variance.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 1 |  | m |  | 2 |  |
| Formally, let = |  | m | | i=1(fi f) | |  | be the empirical variance of the feature. |
|  | fi f | | | |  |  |  |
| Then, we set fi |  | p | | P. |  |  |  |

Clipping:

This transformation clips high or low values of the feature. For example, fi sign(fi) maxfb; jfijg, where b is a user-speci ed parameter.

Sigmoidal Transformation:

As its name indicates, this transformation applies a sigmoid function on the

feature. For example, fi 1 , where b is a user-speci ed parameter.

1+exp(b fi)

This transformation can be thought of as a \soft" version of clipping: It has a small e ect on values close to zero and behaves similarly to clipping on values far away from zero.
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Logarithmic Transformation:

|  |  |
| --- | --- |
| The transformation is fi | log(b+fi), where b is a user-speci ed parameter. This |
| is widely used when the feature is a \counting" feature. For example, suppose | |
| that the feature represents the number of appearances of a certain word in a | |
| text document. Then, the di erence between zero occurrences of the word and | |
| a single occurrence is much more important than the di erence between 1000 | |
| occurrences and 1001 occurrences. | |
| Remark 25.5 In the aforementioned transformations, each feature is trans- | |
| formed on the basis of the values it obtains on the training set, independently | |
| of other features' values. In some situations we would like to set the parameter | |
| of the transformation on the basis of other features as well. A notable example | |
| is a transformation in which one applies a scaling to the features so that the | |
| empirical average of some norm of the instances becomes 1. | |

|  |  |  |
| --- | --- | --- |
| 25.3 | Feature Learning | |
|  | So far we have discussed feature selection and manipulations. In these cases, we | |
|  | start with a prede ned vector space Rd, representing our features. Then, we select | |
|  | a subset of features (feature selection) or transform individual features (feature | |
|  | transformation). In this section we describe feature learning, in which we start | |
|  | with some instance space, X , and would like to learn a function, : X ! Rd, | |
|  | which maps instances in X into a representation as d-dimensional feature vectors. | |
|  | The idea of feature learning is to automate the process of nding a good rep- | |
|  | resentation of the input space. As mentioned before, the No-Free-Lunch theorem | |
|  | tells us that we must incorporate some prior knowledge on the data distribution | |
|  | in order to build a good feature representation. In this section we present a few | |
|  | feature learning approaches and demonstrate conditions on the underlying data | |
|  | distribution in which these methods can be useful. | |
|  | Throughout the book we have already seen several useful feature construc- | |
|  | tions. For example, in the context of polynomial regression, we have mapped the | |
|  | original instances into the vector space of all their monomials (see Section [9.2.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page125) | |
|  | in Chapter [9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page117)). After performing this mapping, we trained a linear predictor on | |
|  | top of the constructed features. Automation of this process would be to learn | |
|  | a transformation | : X ! Rd, such that the composition of the class of linear |
|  | predictors on top of | yields a good hypothesis class for the task at hand. |
|  | In the following we describe a technique of feature construction called dictio- | |
|  | nary learning. |  |
| 25.3.1 | Dictionary Learning Using Auto-Encoders | |

The motivation of dictionary learning stems from a commonly used represen-tation of documents as a \bag-of-words": Given a dictionary of words D = fw1; : : : ; wkg, where each wi is a string representing a word in the dictionary,

|  |  |
| --- | --- |
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and given a document, (p1; : : : ; pd), where each pi is a word in the document, we represent the document as a vector x 2 f0; 1gk, where xi is 1 if wi = pj for some j 2 [d], and xi = 0 otherwise. It was empirically observed in many text processing tasks that linear predictors are quite powerful when applied on this representation. Intuitively, we can think of each word as a feature that measures some aspect of the document. Given labeled examples (e.g., topics of the doc-uments), a learning algorithm searches for a linear predictor that weights these features so that a right combination of appearances of words is indicative of the label.

While in text processing there is a natural meaning to words and to the dic-tionary, in other applications we do not have such an intuitive representation of an instance. For example, consider the computer vision application of object recognition. Here, the instance is an image and the goal is to recognize which object appears in the image. Applying a linear predictor on the pixel-based rep-resentation of the image does not yield a good classi er. What we would like to have is a mapping that would take the pixel-based representation of the image and would output a bag of \visual words," representing the content of the image. For example, a \visual word" can be \there is an eye in the image." If we had such representation, we could have applied a linear predictor on top of this representation to train a classi er for, say, face recognition. Our question is, therefore, how can we learn a dictionary of \visual words" such that a bag-of-words representation of an image would be helpful for predicting which object appears in the image?

A rst naive approach for dictionary learning relies on a clustering algorithm (see Chapter [22](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page307)). Suppose that we learn a function c : X ! f1; : : : ; kg, where c(x) is the cluster to which x belongs. Then, we can think of the clusters as \words," and of instances as \documents," where a document x is mapped to the vector (x) 2 f0; 1gk, where (x)i is 1 if and only if x belongs to the ith cluster. Now, it is straightforward to see that applying a linear predictor on (x) is equivalent to assigning the same target value to all instances that belong to the same cluster. Furthermore, if the clustering is based on distances from a class center (e.g., k-means), then a linear predictor on (x) yields a piece-wise constant predictor on x.

Both the k-means and PCA approaches can be regarded as special cases of a more general approach for dictionary learning which is called auto-encoders. In an auto-encoder we learn a pair of functions: an \encoder" function, : Rd ! Rk, and a \decoder" function, : Rk ! Rd. The goal of the learning process is to

|  |  |
| --- | --- |
| nd a pair of functions such that the reconstruction error, | i kxi ( (xi))k2, |
| is small. Of course, we can trivially set k = d and both | to be the identity |
| ;P |

mapping, which yields a perfect reconstruction. We therefore must restrict and in some way. In PCA, we constrain k < d and further restrict and to be linear functions. In k-means, k is not restricted to be smaller than d, but now and rely on k centroids, 1; : : : ; k, and (x) returns an indicator vector
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in f0; 1gk that indicates the closest centroid to x, while takes as input an indicator vector and returns the centroid representing this vector.

An important property of the k-means construction, which is key in allowing k to be larger than d, is that maps instances into sparse vectors. In fact, in k-means only a single coordinate of (x) is nonzero. An immediate extension of the k-means construction is therefore to restrict the range of to be vectors with at most s nonzero elements, where s is a small integer. In particular, let and be functions that depend on 1; : : : ; k. The function maps an instance vector

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| k |  |  |  |  |  |  | should have at most s nonzero elements. | | | | |
| x to a vector (x) 2 R , where | | | (x) | | |  |
| k | |  |  |  |  |
| The function (v) is de ned to be | | | | |  | i=1 vi i | | | | . As before, our goal is to have a | |
| small reconstruction error, and | | therefore we can de ne | | | | | | | | | |
|  |  | P | |  |  |  |  |  |  |
| (x) = | v |  | k | x |  | | (v) | k | 2 | s.t. | kvk0 s; |
|  | argmin | |  |  |  |  |  |

where kvk0 = jfj : vj 6= 0gj. Note that when s = 1 and we further restrict kvk1 = 1 then we obtain the k-means encoding function; that is, (x) is the indicator vector of the centroid closest to x. For larger values of s, the optimization problem in the preceding de nition of becomes computationally di cult. Therefore, in practice, we sometime use `1 regularization instead of the sparsity constraint and de ne to be

(x) = argmin kx (v)k2 + kvk1 ;

v

where > 0 is a regularization parameter. Anyway, the dictionary learning problem is now to nd the vectors 1; : : : ; k such that the reconstruction er-

ror, Pm kxi ( (x))k2, is as small as possible. Even if is de ned using

i=1

the `1 regularization, this is still a computationally hard problem (similar to the k-means problem). However, several heuristic search algorithms may give reasonably good solutions. These algorithms are beyond the scope of this book.

25.4 Summary

Many machine learning algorithms take the feature representation of instances for granted. Yet the choice of representation requires careful attention. We dis-cussed approaches for feature selection, introducing lters, greedy selection al-gorithms, and sparsity-inducing norms. Next we presented several examples for feature transformations and demonstrated their usefulness. Last, we discussed feature learning, and in particular dictionary learning. We have shown that fea-ture selection, manipulation, and learning all depend on some prior knowledge on the data.

|  |  |
| --- | --- |
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25.5 Bibliographic Remarks

Guyon & Elissee (2003) surveyed several feature selection procedures, including many types of lters.

Forward greedy selection procedures for minimizing a convex objective sub-ject to a polyhedron constraint date back to the Frank-Wolfe algorithm (Frank

1. Wolfe 1956). The relation to boosting has been studied by several authors, including, (Warmuth, Liao & Ratsch 2006, Warmuth, Glocer & Vishwanathan 2008, Shalev-Shwartz & Singer 2008). Matching pursuit has been studied in the signal processing community (Mallat & Zhang 1993). Several papers analyzed greedy selection methods under various conditions. See, for example, Shalev-

Shwartz, Zhang & Srebro (2010) and the references therein.

The use of the `1-norm as a surrogate for sparsity has a long history (e.g. Tib-

shirani (1996) and the references therein), and much work has been done on un-derstanding the relationship between the `1-norm and sparsity. It is also closely related to compressed sensing (see Chapter [23](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page323)). The ability to sparsify low `1

norm predictors dates back to Maurey (Pisier 1980-1981). In Section [26.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page386) we also show that low `1 norm can be used to bound the estimation error of our predictor.

Feature learning and dictionary learning have been extensively studied recently in the context of deep neural networks. See, for example, (Lecun & Bengio 1995, Hinton et al. 2006, Ranzato et al. 2007, Collobert & Weston 2008, Lee et al. 2009, Le et al. 2012, Bengio 2009) and the references therein.

25.6 Exercises

1. Prove the equality given in Equation ([25.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page359)). Hint: Let a ; b be minimizers of the left-hand side. Find a; b such that the objective value of the right-hand side is smaller than that of the left-hand side. Do the same for the other direction.
2. Show that Equation ([25.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page364)) is the solution of Equation ([25.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page364)).
3. AdaBoost as a Forward Greedy Selection Algorithm: Recall the Ad-aBoost algorithm from Chapter [10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page130). In this section we give another interpre-

tation of AdaBoost as a forward greedy selection algorithm.

Given a set of m instances x1; : : : ; xm, and a hypothesis class H of nite VC dimension, show that there exist d and h1; : : : ; hd such that for every h 2 H there exists i 2 [d] with hi(xj) = h(xj) for every j 2 [m].

Let R(w) be as de ned in Equation ([25.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page363)). Given some w, de ne fw to be the function

d

X

fw( ) = wihi( ):

i=1

1. Feature Selection and Generation

Let D be the distribution over [m] de ned by

Di = exp( yifw(xi)) ;

Z

where Z is a normalization factor that ensures that D is a probability vector. Show that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | @R(w) | | | | |  |  | m | |  |  |  |  |  |  |  |  |
|  |  |  |  |  | Xi | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | wj | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | =Diyihj(xi): | | | | | | | |  |  |  |  |  |
|  |  |  |  |  |  | P | |  |  | =1 | |  |  |  |  |  |  |  |  |
|  | Furthermore, denoting j = | | | | | m | | Di1 | | (xi)6=yi] | | , show that | | | |  |  |
|  |  |  |  |  |  |  |  | i=1 | |  | [hj |  |  |  |  |  |  |
|  |  |  |  |  | @R(w) | | | | | = 2 j | | 1: | |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | wj | | |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | @R(w) | | |  |  |  |  |  |  |
|  | Conclude that if j 1=2then | | | | | | | | | |  |  | =2. | |  |  |  |  |  |
|  | wj |  | (t+1) |  |  | (t) |  |
|  | 2 |  |  |  |  |  |  |  |  | |  |  | R(w |  | ) | R(w ) |
|  | Show that the update of AdaBoost guarantees | | | | | | | | | | | | |  |  |  |
|  | log(p |  |  | | | | | | | | | | | | |  |  |  |  |
|  | 1 4 ). Hint: Use the proof of Theorem [10.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page135). | | | | | | | | | | | | | |  |  |  |  |

Part IV

Advanced Theory

1. Rademacher Complexities

In Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54) we have shown that uniform convergence is a su cient condition for learnability. In this chapter we study the Rademacher complexity, which measures the rate of uniform convergence. We will provide generalization bounds based on this measure.

26.1 The Rademacher Complexity

Recall the de nition of an -representative sample from Chapter [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page54), repeated here for convenience.

definition 26.1 ( -Representative Sample) A training set S is called -representative (w.r.t. domain Z, hypothesis class H, loss function `, and distribution D) if

sup jLD(h) LS(h)j :

h2H

We have shown that if S is an =2 representative sample then the ERM rule is -consistent, namely, LD(ERMH(S)) minh2H LD(h) + .

To simplify our notation, let us denote

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| def | def | fz 7!`(h; z) : h 2 Hg; | | | |
| F = ` H = | |
| and given f 2 F, we de ne |  |  |  |  | m f(zi): |
| LD(f) = E [f(z)] ; | | | LS(f) = | 1 |
|  |
| z D |  |  |  |  | Xi |
|  |  |  | m =1 | |

We de ne the representativeness of S with respect to F as the largest gap be-tween the true error of a function f and its empirical error, namely,

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| def | sup |  | LD(f) LS(f) |  | (26.1) |
| RepD(F; S) = | f2F | : |  |

Now, suppose we would like to estimate the representativeness of S using the sample S only. One simple idea is to split S into two disjoint sets, S = S1 [ S2; refer to S1 as a validation set and to S2 as a training set. We can then estimate the representativeness of S by

|  |  |  |
| --- | --- | --- |
| sup | LS1 (f) LS2 (f) : | (26.2) |
| f2F |  |  |

1. Rademacher Complexities

This can be written more compactly by de ning = ( 1; : : : ; m) 2 f 1gm to

be a vector such that S1 = fzi : i = 1g and S2 = fzi : i = 1g. Then, if we further assume that jS1j = jS2j then Equation ([26.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page375)) can be rewritten as

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 2 |  |  | m |  |
|  |  | Xi |  |
|  |  | 2F |  |
| m | | fsup | if(zi): | (26.3) |
|  |  |  | =1 |  |

The Rademacher complexity measure captures this idea by considering the ex-pectation of the above with respect to a random choice of . Formally, let F S be the set of all possible evaluations a function f 2 F can achieve on a sample S, namely,

1. S = f(f(z1); : : : ; f(zm)) : f 2 Fg:

Let the variables in be distributed i.i.d. according to P[ i = 1] = P[ i = 1] =

12 . Then, the Rademacher complexity of F with respect to S is de ned as follows:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| F | = mE1 m | | | " f |  | i i | # |
|  | S) def | 1 |  |  |  | m |  |
| R( |  | sup | | f(z ) | : |
|  | f g |
|  |  |  |  | 2F | Xi |  |
|  |  |  |  |  |  | =1 |  |

More generally, given a set of vectors, A Rm, we de ne

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | m | | | "a | A =1 | # |
|  | 1 | |  |  | m |  |
| def | E |  | Xi |  |
| R(A) = |  |  | 2 | iai : |
|  |  | sup | |

(26.4)

(26.5)

The following lemma bounds the expected value of the representativeness of S by twice the expected Rademacher complexity.

lemma 26.2

E m [ RepD(F; S)] 2 E m R(F S):

S D S D

Proof Let S0 = fz10; : : : ; zm0g be another i.i.d. sample. Clearly, for all f 2 F, LD(f) = ES0[LS0(f)]. Therefore, for every f 2 F we have

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| D |  | LS(f) = | S0 |  |  | LS(f) = | S0 |  |  | LS(f)]: |
| L (f) |  | E[LS0 | (f)] |  | E[LS0 | (f) |  |

Taking supremum over f 2 F of both sides, and using the fact that the supremum of expectation is smaller than expectation of the supremum we obtain

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| f2F | D |  |  |  | f2F | S0 | 0 |  |  |  | LS(f)] | |  |
| sup | L | (f) |  | LS(f) | = sup | E[LS | | (f) | |  | # |
|  |  |  |  |  | S0 " | f2F |  | 0 |  |  |  | LS(f) |
|  |  |  |  |  | E | sup | LS | | (f) | |  | : |

Taking expectation over S on both sides we obtain

" #

1. sup LD(f) LS(f)
2. f2F

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | S;S0 | | " | f2F | |  | 0 |  |  |  | # |  | (26.6) |
|  |  | E | |  | sup | | LS | | (f) |  | LS(f) | | # |  |
|  | m S;S0 | | | | | " f |  |  | m |  | i |  |  |
|  | 1 | |  |  |  |  |  |  |  |  |  |  |  |
| = |  | E |  | sup | |  | (f(z0) f(zi)) | | | |  | : |
|  |  |  |  |  |  |
|  |  |  |  |  |  |  | 2F | Xi | |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | =1 |  |  |  |  |  |

|  |  |
| --- | --- |
| 26.1 The Rademacher Complexity | 377 |
|  |  |

Next, we note that for each j, zj and zj0 are i.i.d. variables. Therefore, we can replace them without a ecting the expectation:

2

E 4 sup

S;S0 f2F

2

E 4 sup

S;S0 f2F

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | (f(zj0) f(zj)) + | (f(zi0) f(zi)) | 13 | = |
| @ |  | X | A5 | (26.7) |
| 0 |  | i6=j | 13 |  |
| (f(zj) f(zj0)) + | (f(zi0) f(zi)) | : |
| @ |  | X | A5 |  |

i6=j

Let j be a random variable such that P[ j = 1] = P[ j = 1] = 1=2. From Equation ([26.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page377)) we obtain that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | S;SE0; j | | | | | 2 sup | | 0 j(f(zj0) f(zj)) + | | | | | | |  |  | (f(zi0) f(zi))1 3 | | | | | | | |  |
|  |  |  | 1 | | | 4 |  | @ | |  |  | 1 | |  | X | | |  |  |  | A 5 | | | |  |
|  |  |  |  |  |  | f2F | |  |  |  |  |  |  |  | i=j | | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 6 | |  |  |  |  |  |  |  |  |  |
|  | = |  |  |  | (l.h.s. of Equation ([26.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page377))) + | | | | | | | |  | (r.h.s. of Equation ([26.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page377))) | | | | | | | | | | | (26.8) |
|  |  |  | 2 | 2 |
|  |  |  |  | S;S0 2 | | | f2F |  | 0 | j | |  |  |  | i=j | | | i | |  | 1 3 | | |  |  |
|  | = |  |  | E | | 4 | sup |  | @ | (f(z0 ) |  |  |  | X | | | |  |  | f(zi)) | A 5 | | | : |  |
|  |  |  |  |  |  |  | f(zj)) + | | |  |  | (f(z0) | |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 6 | |  |  |  |  |  |  |  |  |  |
| Repeating this for all j we obtain that | | | | | | | | | | | | | | |  |  |  |  |  |  |  | |  |  | # |
| S;S0 | " f | | 2F | | | m |  | i | |  | # | S;S0; " f | | | | | 2F | m |  | i |  |  |
|  |  |  | Xi |  |  |  |  |  |  |  |  |  |  | X |  |  |  |  |  |  |  |
| E |  | sup | | | | (f(z0) | | |  | f(zi)) |  | = E | | |  | sup | |  | i(f(z0) | |  |  | f(zi)) | | : (26.9) |
|  |  |  |  |  |  | =1 |  |  |  |  |  |  |  |  |  |  |  | i=1 |  |  |  |  |  |  |  |
| Finally, | | f2F Xi | | | | | i(f(zi0) f(zi)) f2F Xi | | | | | | | | |  |  |  |  | f2F Xi | | if(zi) | | | |
|  |  | if(zi0) + | | | |
|  |  | sup | | | |  |  |  |  |  |  | sup | | |  |  |  |  |  | sup |  |  |  |  |  |

and since the probability of is the same as the probability of , the right-hand side of Equation ([26.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page377)) can be bounded by

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  | " | Xi |  | f2F | # |
| S;S0 | ; | f2F | i | Xi |
| E |  | sup |  | if(z0) + sup | | if(zi) |

= m E[R(F S0)] + m E[R(F S)] = 2m E[R(F S)]:

S0 S S

The lemma immediately yields that, in expectation, the ERM rule nds a hypothesis which is close to the optimal hypothesis in H.

theorem 26.3 We have

E [LD(ERMH(S)) LS(ERMH(S))] 2 E R(` H S):

S Dm S Dm

Furthermore, for any h? 2 H

E [LD(ERMH(S)) LD(h?)] 2 E R(` H S):

S Dm S Dm

1. Rademacher Complexities

Furthermore, if h? = argminh LD(h) then for each 2 (0; 1) with probability of at least 1 over the choice of S we have

LD(ERMH(S)) LD(h?) 2 ES0 Dm R(` H S0) :

Proof The rst inequality follows directly from Lemma [26.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page376). The second in-equality follows because for any xed h?,

LD(h?) = E[LS(h?)] E[LS(ERMH(S))]:

S S

The third inequality follows from the previous inequality by relying on Markov's inequality (note that the random variable LD(ERMH(S)) LD(h?) is nonnega-tive). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Next, we derive bounds similar to the bounds in Theorem [26.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page377) with a better dependence on the con dence parameter . To do so, we rst introduce the following bounded di erences concentration inequality.

lemma 26.4 (McDiarmid's Inequality) Let V be some set and let f : V m ! R be a function of m variables such that for some c > 0, for all i 2 [m] and for all x1; : : : ; xm; x0i 2 V we have

jf(x1; : : : ; xm) f(x1; : : : ; xi 1; x0i; xi+1; : : : ; xm)j c:

Let X1; : : : ; Xm be m independent random variables taking values in V . Then, with probability of at least 1 we have

q

jf(X1; : : : ; Xm) E[f(X1; : : : ; Xm)]j c ln 2 m=2:

On the basis of the McDiarmid inequality we can derive generalization bounds with a better dependence on the con dence parameter.

theorem 26.5 Assume that for all z and h 2 H we have that j`(h; z)j c. Then,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1. | With probability of at least 1 , for all h 2 H, | | | | | | | | |  |  | r | |  |  |  |  |  |  |  |  |  |  |  |
|  | D |  |  |  |  | S0 | Dm |  | H |  |  |  |  |  |  | m | | | | |  |  |
|  | L | (h) |  | LS(h) |  | 2 | E | R(` |  | S0) + c | | |  |  | 2 ln(2= ) | | | | | | : | |  |  |
|  |  |  |  |  |  |  | |  | |  |  |  |  |
|  | In particular, this holds for h = ERMH(S). | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2. | With probability of at least 1 , for all h 2 H, | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | LD(h) LS | | | (h)2 R(` H S) + 4 cr | | | | | | 2 | |  |  | m | | | : | | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | ln(4= ) | | | | | | | | | |  |  |
|  | In particular, this holds for h = ERMH(S). | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3. | For any h?, with probability of at least 1 , | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | LD(ERMH(S)) LD(h?) | | | | | | 2 R(` H S) + 5 c r | | | | | | | | |  |  | | | | | |  |  |
|  |  | 2 lnm | | | | | | : | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | (8= ) | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
| 26.1 The Rademacher Complexity | 379 |
|  |  |

Proof First note that the random variable RepD(F; S) = suph2H (LD(h) LS(h)) satis es the bounded di erences condition of Lemma [26.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378) with a constant 2c=m. Combining the bounds in Lemma [26.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378) with Lemma [26.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page376) we obtain that with probability of at least 1 ,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Rep | ( | F | ; S) | E | Rep | ( | F | ; S) + c | r | 2 ln(2= ) | |  | 2 E R(` | H | S0) + c | 2 ln(2= ) | : |
| m |  | m |
|  | D |  |  | D |  | S0 | r |  |

The rst inequality of the theorem follows from the de nition of RepD(F; S). For the second inequality we note that the random variable R(` H S) also satis es the bounded di erences condition of Lemma [26.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378) with a constant 2c=m. Therefore, the second inequality follows from the rst inequality, Lemma [26.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378), and the union bound. Finally, for the last inequality, denote hS = ERMH(S) and note that

|  |  |
| --- | --- |
| LD(hS) LD(h?) |  |
| = LD(hS) LS(hS) + LS(hS) LS(h?) + LS(h?) LD(h?) |  |
| (LD(hS) LS(hS)) + (LS(h?) LD(h?)) : | (26.10) |

The rst summand on the right-hand side is bounded by the second inequality of the theorem. For the second summand, we use the fact that h? does not depend on S; hence by using Hoe ding's inequality we obtain that with probaility of at least 1 =2,

|  |  |  |  |
| --- | --- | --- | --- |
| LS(h?) LD(h?) c r |  |  | (26.11) |
| 2m : | |
|  | ln(4= ) | |  |
|  |  |  |  |

Combining this with the union bound we conclude our proof.

The preceding theorem tells us that if the quantity R(` H S) is small then it is possible to learn the class H using the ERM rule. It is important to emphasize that the last two bounds given in the theorem depend on the speci c training set S. That is, we use S both for learning a hypothesis from H as well as for estimating the quality of it. This type of bound is called a data-dependent bound.

26.1.1 Rademacher Calculus

Let us now discuss some properties of the Rademacher complexity measure. These properties will help us in deriving some simple bounds on R(` H S) for speci c cases of interest.

The following lemma is immediate from the de nition.

lemma 26.6 For any A Rm, scalar c 2 R, and vector a0 2 Rm, we have

R(fc a + a0 : a 2 Ag) jcj R(A):

The following lemma tells us that the convex hull of A has the same complexity as A.

380 Rademacher Complexities

lemma 26.7 Let A be a subset of Rm and let A0 = fPN ja(j) : N 2

j=1

N; 8j; a(j) 2 A; j 0; k k1 = 1g. Then, R(A0) = R(A).

Proof The main idea follows from the fact that for any vector v we have

|  |  |  |
| --- | --- | --- |
| k k | N |  |
| Xj | = max vj: |
| sup | jvj |
| 0: 1=1 | =1 | j |
|  |

Therefore,

m R(A0) = E

= E

sup sup

0:k k1=1 a(1);:::;a(N)

|  |  |  |
| --- | --- | --- |
| k k | N |  |
| Xj | j sup |
| sup |  |
| 0: 1=1 | =1 | a(j) |
|  |  |
| m |  |  |

1. N
2. i X ja(ij) i=1 j=1

m

1. ia(ij)

i=1

|  |  |
| --- | --- |
| 2 | Xi |
| = E sup | iai |
| a A | =1 |
|  |
| = m R(A); | |
| and we conclude our proof. |  |

The next lemma, due to Massart, states that the Rademacher complexity of a nite set grows logarithmically with the size of the set.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | lemma) | Let A = | | | f | a | | ; : : : ; a | | N g | be a nite set of vectors | |
| lemma 26.8 (Massart N | | | |  |  |  |  | 1 |  |  |  |  |
| in Rm. De ne a = |  | 1 | Pi=1 ai. Then, | |  |  |  |  |  |  |  |  |  |  |
| N | |  |  |  |  |  |  |  | | |  |
|  |  |  |  |  |  |  | k | p | 2 log(N) | | | |
|  |  |  | R(A) | a2A k |  | a | | m | |  |  |
|  |  |  |  | max | a |  |  |  |  |  |  | : |
|  |  |  |  |  |  |  |  |  |  |

Proof Based on Lemma [26.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page379), we can assume without loss of generality that a = 0. Let > 0 and let A0 = f a1; : : : ; aN g. We upper bound the Rademacher complexity as follows:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | a2A0h |  | i |  |  |  | a2A0 |  |
| mR(A0) = E | max | ; a |  | = | E | log | max eh ;ai |  |

1. !#

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| E | | log |  |  | X eh ;ai |  |
|  |  |  |  |  | a2A0 |  |
|  |  |  |  |  | #! |
|  |  |  |  | " | |
|  |  |  | |  | X |  |
| log |  | eh ;ai | // Jensen's inequality |
|  | E | |  |
|  |  |  |  |  | a2A0 | ! |
|  |  | a |  |  | A0 i=1 i |
|  |  |  |  |  | m |  |
|  |  | X Y | | | |  |
| = log | |  |  |  | E [e iai ] ; | |
|  |  |  | 2 | |  |  |

where the last equality occurs because the Rademacher variables are indepen-dent. Next, using Lemma [A.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page421) we have that for all ai 2 R,

E e iai = exp(ai) + exp( ai) exp(a2i=2);

i 2

|  |  |
| --- | --- |
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|  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| and therefore |  | a2A0 i=1 exp a2i ! | | | | | | |  | a2A0 |  | kak2=2 |  | ! | |
| mR(A0) log | | = log | exp |  |
|  |  |  |  | m | 2 | |  |  |  |  |  |  |  |  |  |
|  |  | X Y | | |  |  |  | X |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  | log | j | A | 0j a2A0 | k k | | | 2=2 | = log(jA0j) + a2A0 k | | | | k | | 2=2): |
|  |  | max exp |  | a | |  |  |  | max( a | |  |

Since R(A) = 1 R(A0) we obtain from the equation that

log(jAj) + 2 maxa2A(kak2=2)

R(A) :

p

Setting = 2 log(jAj)= maxa2A kak2 and rearranging terms we conclude our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQBz/8Awgng/wD6FTQ//BdD/wDE0V0FFAHy9/wvTxP4eur/AE20sdIeFL+6kDSwyFsyTPIekgHVjjjpinf8NHeMP+gbof8A34m/+O0UUAH/AA0d4w/6Buh/9+Jv/jtFFFAH/9k=)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUAAEDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDw/wDt3WP+grff+BD/AONFZ9FAHp//AArjR/8An5vv++0/+JooooA//9k=)

The following lemma shows that composing A with a Lipschitz function does not blow up the Rademacher complexity. The proof is due to Kakade and Tewari.

lemma 26.9 (Contraction lemma) For each i 2 [m], let i : R ! R be a - Lipschitz function, namely for all ; 2 R we have j i( ) i( )j j j. For a 2 Rm let (a) denote the vector ( 1(a1); : : : ; m(ym)). Let A = f (a) :

1. 2 Ag. Then,

R( A) R(A):

Proof For simplicity, we prove the lemma for the case = 1. The case 6= 1 will follow by de ning 0 = 1 and then using Lemma [26.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page379). Let Ai = f(a1; : : : ; ai 1; i(ai); ai+1; : : : ; am) : a 2 Ag. Clearly, it su ces to prove that for any set A and all i we have R(Ai) R(A). Without loss of generality we will prove the latter claim for i = 1 and to simplify notation we omit the subscript from 1. We have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | | "a | A1 | =1 |  | # |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | 2 |  | m |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| mR(A1) = E | | |  | Xi |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| sup | | iai | | |  |  | # |  |  |  |  |  |  |  |  |  |  |
| "a | | | | A |  |  |  | m |  |  |  |  |  |  |  |  |  |  |  |
| = E | | | 2 |  |  |  |  | Xi |  |  |  |  |  |  |  |  |  |  |  |  |
| sup 1 (a1) + | | | | | iai | | |  |  |  |  |  |  |  |  |  |  |
| 2 | | | 2;:::; m "a A | | | |  | =2 |  |  |  |  | ! | a A | |  | |  |  | !# |
|  |  |  | m | |  |  | m |
|  | 1 |  | E | | 2 |  |  |  |  | X | | |  | 2 |  |  |  |  | Xi |  |
| = |  | sup | | (a1) + | | |  |  |  | iai | + sup | |  |  | (a1) + | | iai |
|  |  |  |  |  |  |
| 2 | | | 2;:::; m "a;a0 | | |  | A |  |  | i=2 | | | 1 |  |  |  |  |  | =2 |  |
|  |  |  |  |  |  | m |  |  |  | m | i!# |  |
|  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| = |  | E | | sup | | | (a1) | |  | (a0 ) + | | | iai | | | + | | ia0 |  |
|  |  |  |
|  |  |  |  |  |  | 2 |  |  |  |  |  |  |  | X |  |  |  | Xi |  |  |
| 2 | | | 2;:::; m "a;a0 | | |  | A | j | 1j | | |  |  | i=2 |  |  |  | =2 |  |  |
|  |  | m |  |  | m |  | i!# | |  |
| 1 | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | X |  | Xi | | |  |  |  |
|  |  |  |  |  |  | 2 |  |  |  |  |  |  |  |  |  |  |
|  |  |  | E | | sup | | | a1 |  | a0 |  | +iai + | | | |  | ia0 | | ; | (26.12) |
|  |  |  |  |  |  |  |  |  |  |  |  |  | i=2 |  |  | =2 | |  |  |  |

where in the last inequality we used the assumption that is Lipschitz. Next, we note that the absolute value on ja1 a01j in the preceding expression can
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be omitted since both a and a0 are from the same set A and the rest of the

expression in the supremum is not a ected by replacing a and a0. Therefore,

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 2 | | | 2;:::; m "a;a0 A | | 1 | i!# |
|  | 1 | | |  |  | m | m |
|  |  |  | Xi | X |
|  |  |  |  |  | 2 |
| mR(A1) |  |  |  | E | sup | a1 a0 +iai + | ia0 : (26.13) |
|  |  |  |  |  |  | =2 | i=2 |

But, using the same equalities as in Equation ([26.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page381)), it is easy to see that the right-hand side of Equation ([26.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page382)) exactly equals m R(A), which concludes our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

26.2 Rademacher Complexity of Linear Classes

In this section we analyze the Rademacher complexity of linear classes. To sim-plify the derivation we rst de ne the following two classes:

H1 = fx 7!wh; xi : kwk1 1g ; H2 = fx 7!wh; xi : kwk2 1g: (26.14)

The following lemma bounds the Rademacher complexity of H2. We allow the xi to be vectors in any Hilbert space (even in nite dimensional), and the bound does not depend on the dimensionality of the Hilbert space. This property becomes useful when analyzing kernel methods.

lemma 26.10 Let S = (x1; : : : ; xm) be vectors in a Hilbert space. De ne: H2

1. = f(hw; x1i; : : : ; hw; xmi) : kwk2 1g. Then,

max kx k

R(H2 S) pi i 2 :

m

Proof Using Cauchy-Schwartz inequality we know that for any vectors w; v we have hw; vi kwk kvk. Therefore,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| H | "a |  | 2 S | | |  | =1 | |  |  | # |  |  |
|  |  | 2H | | | |  | m | |  |  |  |  |  |
| mR( 2 | S) = E | Xi | | | iai | |  |  |  |
| sup | | | |  |  |  |  |  | (26.15) |
|  | "w: w | | |  |  | 1 |  | =1 | | h |  |  | i# |
|  |  | k |  | k | |  |  | m | |  |  |  |  |
|  | = E |  |  | Xi | | | i w; xi | | |  |
|  | sup | | | |  |  |  |  |  |
|  | "w: w | | |  |  | 1 | h |  |  | m |  | i# | |
|  | = E | k |  | k | |  |  |  |  | Xi | ixi |  |  |
|  | sup | | | |  |  | w; | |  |  |  |
|  | "k | |  |  |  |  |  |  |  | =1 |  |  |  |
|  |  |  |  |  |  | k # | | |  |  |  |
|  |  | m | |  |  |  |  |  |  |  |  |  |  |
|  | E | Xi | | | |  |  |  |  |  |  |  |  |
|  |  |  |  | ixi 2 | | | | | : |  |  |  |
|  |  | =1 | | |  |  |  |  |  |  |  |  |  |

Next, using Jensen's inequality we have that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | 2 |  |  |  | 1=2 | 3 |  |  |  |  |  | 1=2 |
| " | |  | # |  | 0 |  |  | 1 |  | 0 2 | |  |  | 31 |
|  | m |  |  |  | m |  |  | 2 |  |  |  | m |  |  | 2 |  |
|  | i=1 |  | 2 |  | i=1 |  | 2 | |  |  |  | i=1 |  | 2 | |  |
| E | X | ixi |  | = E | X | ixi |  |  |  |  | E | X | ixi |  |  | (26:.16) |
|  |  | 6 |  |  |  | 7 |  |  |  |
|  |  |  |  |  | 4@ |  | A | |  | 5 | @ 4 | |  | 5A | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
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|  |  |

Finally, since the variables 1; : : : ; m are independent we have

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| "k | m | k2 | # |  |  | 2 | X | h |  | i | 3 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| E | X | 2 = E | | | | 4 |  |  |  | 5 |  |  |  |  |  |  |
| ixi | i j | | xi; xj |  | m |  |  |  |  |  |
|  | i=1 |  |  |  |  | i;j |  |  |  |  |  |  |  |  |
|  |  |  |  | X | |  |  |  |  | X |  |  |  |  |  |
|  |  |  |  |  |  | E [ i j] + | | | |  |  |  |
|  |  |  |  | = |  |  | xi; xj | h | xi; xi | i | E 2 | |  |
|  |  |  |  |  |  | h | | i |  |  |  |  |  | i |  |
|  |  |  |  |  | i6=j | |  |  |  |  |  | i=1 |  |  |  |  |  |
|  |  |  |  |  | m | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | = | Xi | | kxik22 | m maxi | | | | kxik22: | |  |  |  |  |
|  |  |  |  | =1 | |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Combining this with Equation ([26.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page382)) and Equation ([26.16](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page382)) we conclude our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Next we bound the Rademacher complexity of H1 S.

lemma 26.11 Let S = (x1; : : : ; xm) be vectors in Rn. Then,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| R(H1 S) | | | | |  | maxi kxik1 | | | | | | | | | |  | r |  |  | |  |  | |  |  |  |  |  |  |  |
|  |  | 2 | |  | m | | |  | : | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | log(2n) | | | | | | | | | |
|  | | | | | | | | | | | | | | | | | | |  | | | | |  | | |  | |  |  |
| Proof Using Holder's inequality we know that for any vectors w; v we have | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
| hw; vi kwk1 kvk1. Therefore, | | | | | | " |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | # | |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | | | |  |  |  |  |  |  |  |  |  |  |
| mR( | H | 1 |  | S) = E | | a | sup | | | |  |  |  |  |  | iai | | | | |  |  |  |  |  |  |  |
|  |  |  |  | 2 | H1 | |  | S i=1 | | | | | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | " |  |  |  |  |  | X | | | | |  |  |  |  |  |  |  | i# | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | |  |  |  |  |  |  |  |
|  |  |  |  |  | = E | w: | | sup | | | |  |  | 1 i=1 | | | |  | i | | h | w; xi | | |
|  |  |  |  |  |  |  | w | 1 | |  | |  |  |  |  |  |  |
|  |  |  |  |  |  | " |  | k | |  | k |  | X | | | | |  | m | |  |  | i# | | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | = E |  |  | sup | | | |  |  | 1h | | w; | |  |  |  |  | ixi | |
|  |  |  |  |  |  | w: w 1 | | | | | |  |  |  |  |  | =1 | | |  |  |
|  |  |  |  |  |  |  |  | k | |  | k | | | |  |  |  |  |  | Xi | | | | |  |  |  |  |  |  |
|  |  |  |  |  |  | "k | | | m | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | E |  |  | ixi | | | | | k1 | | | |  | : | |  |  |  | (26.17) | | | | |
|  |  |  |  |  |  | =1 | | |  |  |  |  | # | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | Xi | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| For each j 2 [n], let vj = (x1;j; : : : ; xm;j) 2 Rm. Note that kvjk2 p | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  | maxi kxik1. |
| m |
| Let V = fv1; : : : ; vn; v1; : : : ; vng. The right-hand side of Equation ([26.17](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page383)) is | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
| m R(V ). Using Massart lemma (Lemma [26.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page380)) we have that | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
| R(V ) maxi kxik1 | | | | | | | | | | | p | | |  | | | | | | | | | |  |  |  |  |  |  |  |
| 2 log(2n)=m; | | | | | | | | | | |  |  |  |  |  |  |
| which concludes our proof. | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

26.3 Generalization Bounds for SVM

In this section we use Rademacher complexity to derive generalization bounds for generalized linear predictors with Euclidean norm constraint. We will show how this leads to generalization bounds for hard-SVM and soft-SVM.

1. Rademacher Complexities

We shall consider the following general constraint-based formulation. Let H = fw : kw k2 Bg be our hypothesis class, and let Z = X Y be the examples domain. Assume that the loss function ` : H Z ! R is of the form

|  |  |
| --- | --- |
| `(w; (x; y)) = (hw; xi; y); | (26.18) |

where : R Y ! R is such that for all y 2 Y, the scalar function a 7! (a; y) is -Lipschitz. For example, the hinge-loss function, `(w; (x; y)) = maxf0; 1 yhw; xig, can be written as in Equation ([26.18](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)) using (a; y) = maxf0; 1 yag, and note that is 1-Lipschitz for all y 2 f 1g. Another example is the absolute loss function, `(w; (x; y)) = jhw; xi y j, which can be written as in Equation ([26.18](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)) using (a; y) = ja yj, which is also 1-Lipschitz for all y 2 R.

The following theorem bounds the generalization error of all predictors in H using their empirical error.

theorem 26.12 Suppose that D is a distribution over X Y such that with probability 1 we have that kxk2 R. Let H = fw : kwk2 Bg and let

1. : H Z ! R be a loss function of the form given in Equation ([26.18](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)) such that for all y 2 Y, a 7! (a; y) is a -Lipschitz function and such that

maxa2[ BR;BR] j (a; y)j c. Then, for any 2 (0; 1), with probability of at least 1 over the choice of an i.i.d. sample of size m,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8w 2 H; LD(w) LS(w) + | 2pm + cr | | | | |  | m | | : |
|  |  | BR | | | | 2 ln(2= ) | | | |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

Proof Let F = f(x; y) 7! (hw; xi; y) : w 2 Hg. We will show that with p

probability 1, R(F S) BR= m and then the theorem will follow from Theorem [26.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378). Indeed, the set F S can be written as

F S = f( (hw; x1i; y1); : : : ; (hw; xmi; ym)) : w 2 Hg;

and the bound on R(F S) follows directly by combining Lemma [26.9](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page381), Lemma [26.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page382), and the assumption that kxk2 R with probability 1. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

We next derive a generalization bound for hard-SVM based on the previous theorem. For simplicity, we do not allow a bias term and consider the hard-SVM problem:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| w | k | w | k | 2 s.t. | 8 | ih | w; x | ii | 1 | (26.19) |
| argmin |  |  | i; y |  |  |

theorem 26.13 Consider a distribution D over X f 1g such that there exists some vector w? with P(x;y) D[yhw?; xi 1] = 1 and such that kxk2 R with probability 1. Let wS be the output of Equation ([26.19](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)). Then, with probability of at least 1 over the choice of S Dm, we have that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| (x;yP) D[y 6= sign(hwS; xi)] | 2 Rpkm | | | k | | + (1 + R kw?k)r | m | | : |
|  |  | w? | |  |  |  | 2 ln(2= ) | | |
|  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
| 26.3 Generalization Bounds for SVM | 385 |
|  |  |

Proof Throughout the proof, let the loss function be the ramp loss (see Sec-tion [15.2.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page209)). Note that the range of the ramp loss is [0; 1] and that it is a 1-Lipschitz function. Since the ramp loss upper bounds the zero-one loss, we have that

1. [y 6= sign(hwS; xi)] LD(wS):

(x;y) D

Let B = kw?k2 and consider the set H = fw : kwk2 Bg. By the de nition of hard-SVM and our assumption on the distribution, we have that wS 2 H with probability 1 and that LS(wS) = 0. Therefore, using Theorem [26.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384) we have that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| LD(wS) LS(wS) + | 2pm + r | | | |  |  |  | : |
|  | m | |
|  | BR | | | |  | 2 ln(2= ) | | |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Remark 26.1 Theorem [26.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384) implies that the sample complexity of hard-SVM

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | R | 2 | w? |  | 2 |  |  |  |
| grows like |  | k 2 | k |  | . Using a more delicate analysis and the separability assump- | | |
|  |  |  |
|  |  |  |  |  |  |  | R2 kw?k2 |  |
| tion, it is possible to improve the bound to an order of | | | | | | | . |
|  |  |  |  |  |  |  |  |  |

The bound in the preceding theorem depends on kw?k, which is unknown. In the following we derive a bound that depends on the norm of the output of SVM; hence it can be calculated from the training set itself. The proof is similar to the derivation of bounds for structure risk minimization (SRM).

theorem 26.14 Assume that the conditions of Theorem [26.13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384) hold. Then, with probability of at least 1 over the choice of S Dm, we have that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| (x;yP) | [y = sign( w ; x | | | )] |  | 4RkwSk | | | + |
|  |
|  |  |  |  |
| 6 h | S | i |  |  | pm | | |  |
| D | |  |  |  |  |  |  |  |  |

s

|  |  |  |  |
| --- | --- | --- | --- |
| ln( | 4 log2(kwSk) | ) |  |
|  |  | | : |
|  | m | |
|  |  |

Proof For any integer i, let B = 2i, H = fw : kwk B g, and let = .

i i i i 2i2

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8w 2 Hi; LD(w) LS(w) + 2pmi | | | | | | | | | | | | | | | | | | | | | | | | | | | + r | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | m i | ) |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | B R | | | | | |  |  |  | 2 ln(2= | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | 1 | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Applying the union bound and using | | | | | | | | | |  | i=1 iwe obtain that with probability | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
| of at least 1 this holds for all i. | | | | | | | | Therefore, for all w, if we let i = | | | | | | | | | | | | | | | | | | | | | | | | | | | | d | log | | | | ( | w ) | e |
|  |  |  | P2 | | | |  |  |  | (4 log2(kwk)) | | | | | | | | | | 2 |  |  |  |  |  |  |  |  |  |  | 2 | k | k |
|  |  |  | 2 | | |  |  |  |  | (2i) | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| then w 2 Hi, Bi 2kwk, and | | | i | | |  | = | |  |  |  | | |  |  | | |  |  |  |  |  |  |  | | |  |  | . Therefore, | | | | | | |  |  |  |  |  |  |  |  |
| LD(w) LS(w) + | 2pmi | | | | | |  | + r | | | |  |  | |  |  |  |  | | |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  |  | m | | | i | | ) | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | B R | | | | | |  |  |  |  | 2 ln(2= | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | | |  |  |  |  |  |  | | |  |  |  |  |  |  |  |  |  |  |  |  |  | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | |  |  |  |  | r | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  | | | |  |  |  |  |  |  |  |  |  |  |  |  |
| S |  | kpm | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | m | | | |  |  |  |  |  |  |  |  |  |  |  |  |
| L (w) + | 4 | wkR | | | | | | | + | | | | | |  |  | 4(ln(4 log2(kwk)) + ln(1= )) | | | | | | | | | | | | | | | | | | | | | : | |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | | | | | | | | | | | | | | | | | | | | |  |  |  |  |

In particular, it holds for wS, which concludes our proof.

1. Rademacher Complexities

Remark 26.2 Note that all the bounds we have derived do not depend on the dimension of w. This property is utilized when learning SVM with kernels, where the dimension of w can be extremely large.

26.4 Generalization Bounds for Predictors with Low `1 Norm

In the previous section we derived generalization bounds for linear predictors with an `2-norm constraint. In this section we consider the following general `1-norm constraint formulation. Let H = fw : kwk1 Bg be our hypothesis class, and let Z = X Y be the examples domain. Assume that the loss function,

1. : H Z ! R, is of the same form as in Equation ([26.18](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)), with : R Y ! R being -Lipschitz w.r.t. its rst argument. The following theorem bounds the generalization error of all predictors in H using their empirical error.

theorem 26.15 Suppose that D is a distribution over X Y such that with probability 1 we have that kxk1 R. Let H = fw 2 Rd : kwk1 Bg and let ` : H Z ! R be a loss function of the form given in Equation ([26.18](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384)) such that for all y 2 Y, a 7! (a; y) is an -Lipschitz function and such that maxa2[ BR;BR] j (a; y)j c. Then, for any 2 (0; 1), with probability of at least 1 over the choice of an i.i.d. sample of size m,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 8w 2 H; LD(w) LS(w) + 2 BRr | 2 | | m | | + cr |  | m |  | : |
|  |  |  | log(2d) | |  |  | 2 ln(2= ) | | |
|  |  |  |  |  |  |  |  |  |  |

Proof The proof is identical to the proof of Theorem [26.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384), while relying on Lemma [26.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page383) instead of relying on Lemma [26.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page382). ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQBz/8Awgng/wD6FTQ//BdD/wDE0V0FFAHy9/wvTxP4eur/AE20sdIeFL+6kDSwyFsyTPIekgHVjjjpinf8NHeMP+gbof8A34m/+O0UUAH/AA0d4w/6Buh/9+Jv/jtFFFAH/9k=)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUAAEDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDw/wDt3WP+grff+BD/AONFZ9FAHp//AArjR/8An5vv++0/+JooooA//9k=)

It is interesting to compare the two bounds given in Theorem [26.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384) and The-orem [26.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page386). Apart from the extra log(d) factor that appears in Theorem [26.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page386), both bounds look similar. However, the parameters B; R have di erent meanings in the two bounds. In Theorem [26.12](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page384), the parameter B imposes an `2 constraint on w and the parameter R captures a low `2-norm assumption on the instances. In contrast, in Theorem [26.15](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page386) the parameter B imposes an `1 constraint on w (which is stronger than an `2 constraint) while the parameter R captures a low `1-norm assumption on the instance (which is weaker than a low `2-norm as-sumption). Therefore, the choice of the constraint should depend on our prior knowledge of the set of instances and on prior assumptions on good predictors.

26.5 Bibliographic Remarks

The use of Rademacher complexity for bounding the uniform convergence is due to (Koltchinskii & Panchenko 2000, Bartlett & Mendelson 2001, Bartlett

1. Mendelson 2002). For additional reading see, for example, (Bousquet 2002, Boucheron, Bousquet & Lugosi 2005, Bartlett, Bousquet & Mendelson 2005).

|  |  |
| --- | --- |
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Our proof of the concentration lemma is due to Kakade and Tewari lecture notes. Kakade, Sridharan & Tewari (2008) gave a uni ed framework for deriving bounds on the Rademacher complexity of linear classes with respect to di erent assumptions on the norms.

1. Covering Numbers

In this chapter we describe another way to measure the complexity of sets, which is called covering numbers.

27.1 Covering

definition 27.1 (Covering) Let A Rm be a set of vectors. We say that A is r-covered by a set A0, with respect to the Euclidean metric, if for all a 2 A there exists a0 2 A0 with ka a0k r. We de ne by N(r; A) the cardinality of the smallest A0 that r-covers A.

Example 27.1 (Subspace) Suppose that A Rm, let c = maxa2A kak, and as-p

sume that A lies in a d-dimensional subspace of Rm. Then, N(r; A) (2c d=r)d. To see this, let v1; : : : ; vd be an orthonormal basis of the subspace. Then, any

Pd

a 2 A can be written as a = i=1 ivi with k k1 k k2 = kak2 c. Let

2 R and consider the set

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| A0 = | | ( d |  | i0vi : 8i; i0 2 f c; c + ; c + 2 ; : : : ; cg) : | | | | | | | | | | | | | | | | | |
|  |  | Xi | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | =1 | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | P | | | d | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Given a 2 A s.t. a = | | |  |  | i=1 ivi with k k1 c, there exists a0 2 A0 such that | | | | | | | | | | | | | | | | |
| ka a0k | | | 2 | = k Xi( i0 i)vik | | | | 2 | |  | 2 | Xi | | kvik | | | | 2 |  | 2 | d: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| p |  | ; then ka a0k r and therefore A0 | | | | | | | | | | | |  |  |  |  |  |  |  |  |
| Choose = r= | d |  | is an r-cover of A. Hence, | | | | | | |
|  |  | N(r; A) jA0j = | | | |  |  | | d | |  |  | p | |  | ! | d | |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  | 2c |  | = |  |  | 2c d | | |  | : |  |  |  |
|  |  |  |  |  | r | | |  |  |  |  |

27.1.1 Properties

The following lemma is immediate from the de nition.

lemma 27.2 For any A Rm, scalar c > 0, and vector a0 2 Rm, we have

8r > 0; N(r; fc a + a0 : a 2 Ag) N(cr; A):

|  |  |
| --- | --- |
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Next, we derive a contraction principle.

lemma 27.3 For each i 2 [m], let i : R ! R be a -Lipschitz function; namely, for all ; 2 R we have j i( ) i( )j j j. For a 2 Rm let (a) denote the vector ( 1(a1); : : : ; m(am)). Let A = f (a) : a 2 Ag. Then,

N( r; A) N(r; A):

Proof De ne B = A. Let A0 be an r-cover of A and de ne B0 = A0. Then, for all a 2 A there exists a0 2 A0 with ka a0k r. So,

X X

k (a) (a0)k2 = ( i(ai) i(a0i))2 2 (ai a0i)2 ( r)2:

i i

Hence, B0 is an ( r)-cover of B.

27.2 From Covering to Rademacher Complexity via Chaining

The following lemma bounds the Rademacher complexity of A based on the covering numbers N(r; A). This technique is called Chaining and is attributed to Dudley.

lemma 27.4 Let c = mina maxa2A ka ak. Then, for any integer M > 0,

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | c 2 M | | | | 6 c M | |  |  |  |
| R(A) | 2 kqlog(N(c 2 k; A)): | | |
| pm + | | | | m k=1 | |
|  |  |  |  |  |  | X |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

Proof Let a be a minimizer of the objective function given in the de nition of c. On the basis of Lemma [26.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page379), we can analyze the Rademacher complexity assuming that a = 0.

Consider the set B0 = f0g and note that it is a c-cover of A. Let B1; : : : ; BM be sets such that each Bk corresponds to a minimal (c 2 k)-cover of A. Let a = argmaxa2Ah ; ai (where if there is more than one maximizer, choose one in an arbitrary way, and if a maximizer does not exist, choose a such that h ; a i is close enough to the supremum). Note that a is a function of . For each k, let b(k) be the nearest neighbor of a in Bk (hence b(k) is also a function of ). Using the triangle inequality,

kb(k) b(k 1)k kb(k) a k + ka b(k 1)k c (2 k + 2 (k 1)) = 3 c 2 k:

For each k de ne the set

B^k = f(a a0) : a 2 Bk; a0 2 Bk 1; ka a0k 3 c 2 kg:

1. Covering Numbers

We can now write

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | R(A) = | | | | | | 1 | | Eh ; a i | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | m |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | = m E | | | | | "h ; ab(M)i + h ; b(k) b(k 1)i# | | | | | | | | | | | | | | | | | | | | | |  |
|  |  |  |  |  |  |  |  |  |  |  | 1 | |  |  |  |  |  |  |  |  |  |  |  | M | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | X | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | m E | | | | |  |  |  |  |  |  |  |  |  |  | k=1 | | | | m E "a2B^kh | | | | | | | i# |  |
|  |  |  |  |  |  |  |  |  | hk k ka b ki | | | | | | | | | | | k=1 | | |  |
|  |  |  |  |  |  |  |  |  |  |  | 1 | |  |  |  |  |  |  |  |  |  |  |  |  | M | | | 1 |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | (M) |  | X | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | + | |  |  |  |  | sup | | | ; a | | : |  |
|  |  |  |  |  |  |  | p | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Since k k = | | | | | | |  | and ka b(M)k c 2 M , the rst summand is at most | | | | | | | | | | | | | | | | | | | | | | | | | | |
| m |
| pcm | | | 2 M . Additionally, by Massart lemma, | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |
|  | m E | | | a2B^k | h |  |  | i | | |  |  |  |  | |  | p | | |  |  |  |  |  |  |  |  |  |  |  | p | |  |  |  | : |
|  |  |  |  |  |  |  |  |  |  | m |  |  |  |  |  |  |  |  | m |
| 1 | | |  | sup |  | ; a | |  |  |  |  | 3 c 2 | |  |  | k |  |  |  | 2 log(N(c 2 k; A)2) | | | | | | | = 6 c 2 | | |  | k |  | log(N(c 2 k; A)) | | |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | |  |  | | |  |  |  |  |  |  |  |  |
| Therefore, | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | c 2 M | | | | | | |  | 6c M | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | R(A) | | | | | |  | 2 k | qlog(N(c2 k; A)): | | | | | | | | | |  |  |
|  |  |  |  |  |  |  |  |  |  | pm | | | | | + m k=1 | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

As a corollary we obtain the following:

lemma 27.5 Assume that there are ; > 0 such that for any k 1 we have

q

Then,

Proof

P1

k=1

log(N(c2 k; A)) + k:

6c

R(A) m ( + 2 ) :

The bound follows from Lemma [27.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page389) by taking M ! 1 and noting that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 2 | k | = 1 and P | 1 | k | = 2. |
|  | k=1 k2 |  |

Example 27.2 Consider a set A which lies in a d dimensional subspace of Rm

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  | p |  |  | d |
| fore, for any k, | a2A k k | d |
| r |  |
| and such that c = max | a . We have shown that N(r; A) |  | 2c |  | . There- |
|  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| q |  |  | |  |  |  |  | r | d log | | |  |  |  |  |
| log(N(c2 k; A)) | | | | | 2k+1 | | | |
|  |  |  |  |  |  |  |  | q |  |  |  | |  |  |  |
|  |  |  |  |  |  |  |  | d log(2p | | | |  | ) |
|  |  |  |  |  |  |  | d |  |
|  |  |  |  |  |  |  | q | |  |  |  | | | |  |
|  |  |  |  |  |  | d log(2p | | | |  | ) |
|  |  |  |  |  |  | d |  |
| Hence Lemma [27.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page390) yields | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6c q | |  |  |  |  | |  | p | |  |  |  |  |  |  |
|  | p |  |  | |  |  |  |  |

d

p

1. k d

p

1. d k:

!

p

1. d log(d)

R(A) m d log(2 d) + 2 d = O

m

:

|  |  |
| --- | --- |
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|  |  |

27.3 Bibliographic Remarks

The chaining technique is due to Dudley (1987). For an extensive study of cover-ing numbers as well as other complexity measures that can be used to bound the rate of uniform convergence we refer the reader to (Anthony & Bartlet 1999).

jAj

1. Proof of the Fundamental Theorem of Learning Theory

In this chapter we prove Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72) from Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67). We remind the reader the conditions of the theorem, which will hold throughout this chapter: H is a hypothesis class of functions from a domain X to f0; 1g, the loss function is the 0 1 loss, and VCdim(H) = d < 1.

We shall prove the upper bound for both the realizable and agnostic cases and shall prove the lower bound for the agnostic case. The lower bound for the realizable case is left as an exercise.

28.1 The Upper Bound for the Agnostic Case

For the upper bound we need to prove that there exists C such that H is agnostic PAC learnable with sample complexity

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| mH( ; ) C | | d + ln(1= ) | : |  |  |
|  |  |  |
| 2 |  |
| We will prove the slightly looser bound: | |  |  |  |  |
| mH( ; ) C | d log(d= ) + ln(1= ) | | | |  |
|  |  |  | : | (28.1) |
|  | 2 |  |

The tighter bound in the theorem statement requires a more involved proof, in which a more careful analysis of the Rademacher complexity using a technique called \chaining" should be used. This is beyond the scope of this book.

To prove Equation ([28.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page392)), it su ces to show that applying the ERM with a

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| sample size |  |  | log |  |  |  | + |  |  |  |
| m 4 | 32d | | 64d | | | 8 | | (8d log(e=d) + 2 log(4= )) |
|  |  |  |  |  |  |  |
| 2 | |  | 2 | | 2 | |

yields an ; -learner for H. We prove this result on the basis of Theorem [26.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378). Let (x1; y1); : : : ; (xm; ym) be a classi cation training set. Recall that the Sauer-

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Shelah lemma tells us that if VCdim(H) = d then | |  |  |  |  |
| jf(h(x1); : : : ; h(xm)) : h 2 Hgj | e | m | |  | d |
|  |  | : |
|  | d | |

Denote A = f(1[h(x1)6=y1]; : : : ; 1[h(xm)6=ym]) : h 2 Hg. This clearly implies that

e m d

:

d

|  |  |
| --- | --- |
| 28.2 The Lower Bound for the Agnostic Case | 393 |
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Combining this with Lemma [26.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page380) we obtain the following bound on the Rademacher complexity:

r

|  |  |  |  |
| --- | --- | --- | --- |
| R(A) | 2d log(em=d) | | : |
|  |  |
|  | m |

Using Theorem [26.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page378) we obtain that with probability of at least 1 , for every h 2 H we have that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| LD(h) LS(h) r |  |  | + r |  |  |
| 8d | m | m | : |
|  |  | log(em=d) |  | 2 log(2= ) | |
|  |  |  |  |  |  |

Repeating the previous argument for minus the zero-one loss and applying the union bound we obtain that with probability of at least 1 , for every h 2 H

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| it holds that |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| jLD(h) LS(h)j | r | |  |  | |  |  |  | + r |  |  |  |  |  |  |
| 8d | | | | m |  |  |  | m | | | |
|  |  |  |  |  |  |  | log(em=d) |  |  |  | 2 log(4= ) | | | | |
|  |  |  | |  |  |  | |  | |  |  |  |  |  |  |
|  | 2 | r | | |  |  | | | | |  | |  |  |  |
|  | 8d log(em=dm | | | | | : | | | |  |
|  |  |  |  |  |  |  |  | ) + 2 log(4= ) | | | | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 4 | | | | (8d log(m) + 8d log(e=d) + 2 log(4= )) : | | | | | | | | |
|  | m | |  |  |
|  | 2 | |
|  | Using Lemma [A.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419), a su cient condition for the inequality to hold is that | | | | | | | | | | | | |
|  |  | 32d | | | 64d | | | 8 | |  |  |  |  |
|  | m 4 |  | | log | |  |  | + |  |  | (8d log(e=d) + 2 log(4= )) : | | |
|  | 2 | | 2 | 2 |
| 28.2 | The Lower Bound for the Agnostic Case | | | | | | | | | | | |  |
|  | Here, we prove that there exists C such that H is agnostic PAC learnable with | | | | | | | | | | | | |
|  | sample complexity | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | mH( ; ) C | | | | | | d + ln(1= ) | | : |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  | 2 |
|  | We will prove the lower bound in two parts. First, we will show that m( ; ) | | | | | | | | | | | | |
|  | 0:5 log(1=(4 ))= 2, and second we will show that for every1=8 we have that | | | | | | | | | | | | |
|  | m( ; ) 8d= 2. These two bounds will conclude the proof. | | | | | | | | | | | | |
| 28.2.1 | Showing That m( ; ) 0:5 log(1=(4 ))= 2 | | | | | | | | | | | |  |

p

We rst show that for any < 1= 2 and any 2 (0; 1), we have that m( ; ) 0:5 log(1=(4 ))= 2. To do so, we show that for m 0:5 log(1=(4 ))= 2, H is not learnable.

Choose one example that is shattered by H. That is, let c be an example such

1. Proof of the Fundamental Theorem of Learning Theory

that there are h+; h 2 H for which h+(c) = 1 and h (c) = 1. De ne two distributions, D+ and D , such that for b 2 f 1g we have

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Db(f(x; y)g) = ( | 1+yb | | | if x = c |
|  |  | 2 |
| 0 | | otherwise: |

That is, all the distribution mass is concentrated on two examples (c; 1) and

|  |  |  |  |
| --- | --- | --- | --- |
| (c; 1), where the probability of (c; b) is | | 1+b | and the probability of (c; b) is |
| 2 |
| 1 2b | . |  |  |

Let A be an arbitrary algorithm. Any training set sampled from Db has the form S = (c; y1); : : : ; (c; ym). Therefore, it is fully characterized by the vector

1. = (y1; : : : ; ym) 2 f 1gm. Upon receiving a training set S, the algorithm A returns a hypothesis h : X ! f 1g. Since the error of A w.r.t. Db only depends on h(c), we can think of A as a mapping from f 1gm into f 1g. Therefore, we denote by A(y) the value in f 1g corresponding to the prediction of h(c), where h is the hypothesis that A outputs upon receiving the training set S = (c; y1); : : : ; (c; ym).

Note that for any hypothesis h we have

1 h(c)b

LDb (h) = 2 :

In particular, the Bayes optimal hypothesis is hb and

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Db |  | Db | b |  |  |  | 2 |  |  | 2 |  | (0 | otherwise: |
| L |  | (A(y)) | L | (h | ) = | 1 |  | A(y)b |  | 1 |  | = |  | if A(y) 6= b |
|  |  |  |  |  |  |  |  |

Fix A. For b 2 f 1g, let Y b = fy 2 f0; 1gm : A(y) 6= bg. The distribution Db induces a probability Pb over f 1gm. Hence,

X

P [LDb (A(y)) LDb (hb) = ] = Db(Y b) = Pb[y]1[A(y)6=b]:

y

Denote N+ = fy : jfi : yi = 1gj m=2g and N = f 1gm n N+. Note that for any y 2 N+ we have P+[y] P [y] and for any y 2 N we have P [y] P+[y].

|  |  |
| --- | --- |
| 28.2 The Lower Bound for the Agnostic Case | 395 |
|  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Therefore, | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | b | max | | | | | P | | | [L | |  | (A(y)) | | | |  | | L | Db | | | (h | | ) = ] | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 1 |  | Db | |  |  |  |  |  |  | b |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | 2f g | | | | | | |  |  | X | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 2f g | | | | | | Pb[y]1 | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | = | | b | | max | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 1 |  | y |  |  |  | [A(y)6=b] | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | | | | | | | | | | |  | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
|  |  |  | 1 | | | X | | | |  |  |  |  |  |  |  |  |  |  |  | 1 | | | X | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | |  |  | P+[y]1[A(y)6=+] + | | | | | | | | | | | |  |  | P [y]1[A(y)6= ] | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2 | |  | y | |  | 2 | | y | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | = 1 | | | | |  |  |  |  |  | (P [y]1 | | | | | |  |  |  |  | + P [y]1 | | | | | | | | |  |  |  |  |  |  |  |  |  | ) + | | | | | 1 | | |  |  | (P [y]1 | | |  | + P [y]1 | | | | |  |  | ) |
|  |  |  | 2 | | |  | X | | | | | + | |  |  |  |  |  | 6 |  |  |  |  |  |  | |  |  |  |  |  |  | 6 | | | | |  |  |  |  |  |  | 2 | | |  | X | | + |  | 6 |  |  |  |  |  | 6 |  |  |
|  |  |  |  |  |  | y2N+ | | | | | |  | [A(y)=+] | | | | | |  |  |  |  |  | [A(y)= | | | | | | | | |  | ] |  |  |  |  |  |  |  |  |  | y2N | | [A(y)=+] | |  |  |  | [A(y)= | | ] |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | 1 | | |  | X | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | | |  | X | |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | |  | |  |  |  |  |  | (P [y]1[A(y)6=+] + P [y]1[A(y)6= ]) + | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  | (P+[y]1[A(y)6=+] + P+[y]1[A(y)6= ]) | | | | | | | | | | | |
|  | 2 | |  |  |  |  |  | 2 | |  |
|  |  |  |  |  |  | y2N+ | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | y2N | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | 1 | | |  | X | | | | |  |  |  | 1 | | |  | X | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | | | | | | |  | | | | | | |  | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
|  | = | | |  | |  |  |  |  |  | P [y] + | | | | |  | |  |  |  |  |  | P+[y] : | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2 | |  |  |  |  |  | 2 | | y2N | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | y2N+ | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Next note that | | | | | | | | | | | | | | y2N+ P [y] = | | | | | | | | | | | | |  |  | y2N P+[y], and both values are the prob- | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | ability that a | | | | | | | | | | | | | Binomial (m; (1 | | | | | | | | | | | |  | )=2) random variable will have value greater | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  |  | P | |  |  |  |  |  |  |  |  |  |  | | P | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | than m=2. Using Lemma [B.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page428), this probability is lower bounded by | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |
|  | | | | | | | 1 |  | | | | | | |  | | | | | | | | | | | | | | | | | |  | | | | | | 1 | | | | |  | | | | | |  | | | |  | | | | | | |
|  |  |  |  |  |  |  |  |  | |  |  | p | | 1 exp( m 2=(1 2)) | | | | | | | | | | | | | | | | | | | | | |  |  |  |  | | |  | 1 exp( 2m 2) ; | | | | | | |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | 1 |  |  | | | | |  |  |  | 1 |  |  |  |  |  |
|  |  |  |  |  |  |  | 2 |  |  | 2 | |  |  |  |  |  |  |
|  | | | | | | | | | | | | | 2 | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | p | | | | | | | | | 2 | | |
|  | where we used the assumption that | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  | 1=2. It follows that if m 0:5 log(1=(4 ))= | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | then there exists b such that | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | P [LDb (A(y)) LDb (hb) = ] | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 2 1 q | | | | | | | | | | |  |  | | | |  |  | |  | | |  | | | ; |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 p4 | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |
|  | | | | | | | | | | | | | | | | | | | | | | | | | | 1 | |  | | | | | | | | | | | | | | |  | | | |  | | | | | | | | | | | | | |
|  | | | | | | | | | | | | | | | | | | | | | | | | | |  | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
|  |  | | | | | | | | | | | | | | | | | | | | | | | | |  |  | | |  | |  | |  |  |  | | | |  |  | |  | | |  | | | | | | | |  |  | | |  |  |  |
|  | where the last inequality follows by standard algebraic manipulations. This con- | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | cludes our proof. | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 28.2.2 | Showing That m( ; 1=8) 8d= 2 | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  | p | |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 8d | |  |  |  |  |  |
|  | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  | | | | | | | | | | | | | |  | | | | |
|  | We shall now prove that for every < 1=(8 2) we have that m( ; ) | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  | . | |  |  |  |  |
|  | 2 |  |  |  |  |
| p | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  | |  | | | | | | | | | | | | | | | | | | | | | | | | |
|  |  | Let = 8 and note that 2 (0; 1= 2). We will construct a family of distri- | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | butions as follows. First, let C = fc1; : : : ; cdg be a set of d instances which are | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | shattered by H. Second, for each vector (b1; : : : ; bd) 2 f 1gd, de ne a distribu- | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |  |
|  | tion Db such that | | | | | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Db(f(x; y)g) = ( | | | | | | | | | | | | | | | 1 |  | 1+ybi | | | | | | | | |  | | |  | if 9i : x = ci | | | | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | d | 2 | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |

1. otherwise:

That is, to sample an example according to Db, we rst sample an element ci 2 C uniformly at random, and then set the label to be bi with probability (1 + )=2 or bi with probability (1 )=2.

It is easy to verify that the Bayes optimal predictor for Db is the hypothesis

1. Proof of the Fundamental Theorem of Learning Theory

h 2 H such that h(ci) = bi for all i 2 [d], and its error is 1 2 . In addition, for any other function f : X ! f 1g, it is easy to verify that

LDb (f) =

Therefore,

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 + |  | jfi 2 [d] : f(ci) 6= bigj | + | 1 |  |  | jfi 2 [d] : f(ci) = bigj | : |
| 2 | d | 2 | d |
|  |  |  |

jfi 2 [d] : f(ci) 6= bigj

LDb (f) min LDb (h) = d : (28.2)

h2H

Next, x some learning algorithm A. As in the proof of the No-Free-Lunch theorem, we have that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Db:b2f 1gd S Dbm | | | | |  |  | D |  |  |  | h2H | |  | D |  |  |  |  |  |  |
| max | | | | E |  | L |  | b (A(S)) | | |  | min L | |  | b | (h) |  |  |  |  |
| Db | | | | :b U(f 1gd) | | S Dbm | | |  | D |  |  | h2H | | | | D |  |  |
|  |  |  |  | E |  |  | E | | L | b (A(S)) | | |  |  | min L | |  | b | (h) |  |
| Db | | | | :b U(f 1gd) | | S Dbm | | |  |  |  |  |  |  |  | d |  |  |  |
| = |  |  |  | E |  |  | E | |  |  |  | jfi 2 [d] : A(S)(ci) 6= bij | | | | | | | |  |
|  |  |  |  |  | | | | | | | |  |
|  |  |  | Xi D | | f g | | | |  |  |  |  |  |  |  |  |  |  |  |  |
| = |  |  |  |  | E | |  |  | E | |  | 1[A(S)(ci)=bi]; | | | | |  |  |  |  |
|  | d | |  | =1 b:b U( 1 d) S Dbm | | | | | | | | |  | 6 | | |  |  |  |  |

(28.3)

(28.4)

(28.5)

(28.6)

where the rst equality follows from Equation ([28.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396)). In addition, using the de nition of Db, to sample S Db we can rst sample (j1; : : : ; jm) U([d])m, set xr = cji , and nally sample yr such that P[yr = bji ] = (1 + )=2. Let us simplify the notation and use y b to denote sampling according to P[y = b] = (1 + )=2. Therefore, the right-hand side of Equation ([28.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396)) equals

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | d |  |  |  |  |  |  |  |
|  |  | Xi |  | E |  | f g | E | 1[A(S)(ci)=bi]: | (28.7) |
|  |  | =1 j |  |  | E |
| d | |  | U([d])m b | U( | 1 | d) 8r;yr bjr | 6 |  |

We now proceed in two steps. First, we show that among all learning algorithms, A, the one which minimizes Equation ([28.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396)) (and hence also Equation ([28.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396))) is the Maximum-Likelihood learning rule, denoted AML. Formally, for each i, AML(S)(ci) is the majority vote among the set fyr : r 2 [m]; xr = cig. Second, we lower bound Equation ([28.7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396)) for AML.

lemma 28.1 Among all algorithms, Equation ([28.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396)) is minimized for A being the Maximum-Likelihood algorithm, AML, de ned as

|  |  |  |
| --- | --- | --- |
| 8i; AML(S)(ci) = sign | x =c | yr! : |
| r: | Xr | i |

Proof Fix some j 2 [d]m. Note that given j and y 2 f 1gm, the training set

1. is fully determined. Therefore, we can write A(j; y) instead of A(S). Let us also x i 2 [d]. Denote b:i the sequence (b1; : : : ; bi 1; bi+1; : : : ; bm). Also, for any

|  |  |
| --- | --- |
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|  |  |

y 2 f 1gm, let yI denote the elements of y corresponding to indices for which jr = i and let y:I be the rest of the elements of y. We have

1. E1[A(S)(ci)6=bi]

b U(f 1gd) 8r;yr bjr

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | | | X |  |  |  |  |  |  | X | | |  |  |  |  |  |  |
| = |  |  |  |  |  |  | U(E | |  | P [yjb:i; bi]1[A(j;y)(ci)6=bi] | | | | | | |  |  |
| 2 |  |  | b:i |  | 1 d 1) |  |  |
|  |  | bi2f 1g | | |  |  | f g | | y | | |  | 0 |  |  | 1 |  |
|  |  |  |  |  |  | P [y:I jb:i] 2 | | | |  |  | P [yI jbi]1[A(j;y)(ci)6=bi] |  |
| = b:i | | | U(E | 1 d 1) | | | |  |  |  | : |
|  |  |  |  |  |  |  |  | X |  | 1 | | | X @ | | X |  | A |  |
|  |  |  | f g | | |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | y:I |  |  |  |  | yI | bi | 1 | g |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 2f |  |  |

The sum within the parentheses is minimized when A(j; y)(ci) is the maximizer of P [yI jbi] over bi 2 f 1g, which is exactly the Maximum-Likelihood rule. Re-peating the same argument for all i we conclude our proof. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

Fix i. For every j, let ni(j) = fjt : jt = ijg be the number of instances in which the instance is ci. For the Maximum-Likelihood rule, we have that the quantity

1. E 1[AML(S)(ci)6=bi] b U(f 1gd) 8r;yr bjr

is exactly the probability that a binomial (ni(j); (1 )=2) random variable will be larger than ni(j)=2. Using Lemma [B.11](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page428), and the assumption 2 1=2, we have that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  | 1 | |  |  |  |  |  |  |  |  |  |
|  | P [B ni(j)=2] | | | | | | | | | 1 p1 e 2ni(j) 2 : | | | | | | | | |
|  |  |  |
| 2 | |
| We have thus shown that | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | d |  | |  |  |  |  | f g | | |  |  |  |  |  |  |  |  |
|  |  |  | Xi |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | E |  |  | E | |  |  | E1[A(S)(ci)=bi] | | | | | | |
| d | | | =1 j U([d])m b U( | | | | | | |  |  | 1 d) 8r;yr bjr | | | | | 6 | | | |
|  |  |  |  |  | |  | d |  |  |  |  |  |  |  |  |  |  |  |  | |
|  |  |  |  |  | i=1 | j U([d])m | | | |  | | | | 2 | |
|  |  |  | 2d | |  |  |  |
|  |  |  |  |  |  | X | | | E |  |  | 1 |  | p | 1 e 2 ni(j) | | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | |  | d |  |  |  |  |  |  |  |  |  |  |  | | |
|  |  |  |  |  | i=1 | j U([d])m | | | |  | p |  |  |  |
|  |  |  | 2d | |  |  |  |  |
|  |  |  |  |  |  | X | | | E |  |  | 1 |  | 2 2ni(j) ; | | | | | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

where in the last inequality we used the inequality 1 e a a.

Since the square root function is concave, we can apply Jensen's inequality to obtain that the above is lower bounded by

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 2d | | | | i=1 | |  |  | r | | | | | j U([d])m | | ! | |
|  |  | | |  | d |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | X | |  | 1 | |  |  | 2 2 | |  | E | ni(j) | |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | d |  | 1 | |  | 2 2m=d | | | | |  |  |
| = 2d i=1 | | | | | |  |  |  |
|  |  |  |  | X | |  |  |  | p |  | |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| = |  |  | | | 1 | p | | 2 2m=d : | | | | | | |  |  |
| 2 |  |  |

1. Proof of the Fundamental Theorem of Learning Theory

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| As long as m < |  | d |  | , this term would be larger than =4. | | | | | | | | | | |
| 8 | | 2 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| In summary, we have shown that if m < | | | | | | | | |  | d | | then for any algorithm there | | |
|  | 2 | |
|  |  |  |  |  |  |  |  |  | 8 | | | |  |  |
| exists a distribution such that | | | | | | |  | h2H |  |  |  |  |  |  |
|  |  |  |  | S Dm | L | D | (A(S)) |  | D | (h) | | =4: |
|  |  |  |  | E |  | min L | |  |  |

Finally, Let = 1 (LD(A(S)) minh2H LD(h)) and note that 2 [0; 1] (see Equation ([28.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page396))). Therefore, using Lemma [B.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page422), we get that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P[LD(A(S)) h2H | D |  |  |  | P | | |  |  |  |  |  | | E |  |  | | |
| min L |  | (h) > ] = | | |  |  |  |  | > | | |  |  |  | [ ] |  |  | |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 1 | | |  |  |  | | | |  |  |  |  |  |
|  |  |  |  |  |  | |  |  | : | | |  |  |  |  |  |
|  |  |  | 4 | | |  |  |  |  |  |  |
| Choosing = 8 we conclude that if m < | | |  | d |  |  |  | | , then with probability of at least | | | | | | | | | |
| 512 | | | | 2 | |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

1=8 we will have LD(A(S)) minh2H LD(h) .

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 28.3 | The Upper Bound for the Realizable Case | | | |  |  |
|  | Here we prove that there exists C such that H is PAC learnable with sample | | | | | |
|  | complexity |  |  |  |  |  |
|  | mH( ; ) C | d ln(1= ) + ln(1= ) | | | | |
|  |  |  |  |  | : |
|  |  |  |  |  |
|  | We do so by showing that for m |  | C | d ln(1= )+ln(1= ) | , H is learnable using the | |
|  |  |  |

ERM rule. We prove this claim based on the notion of -nets.

definition 28.2 ( -net) Let X be a domain. S X is an -net for H 2X with respect to a distribution D over X if

8h 2 H : D(h) ) h \ S 6= ;:

theorem 28.3 Let H 2X with VCdim(H) = d. Fix 2 (0; 1), 2 (0; 1=4)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| and let | |  | 2d log |  | | + log |  | | | : |
| m | |
| 8 | | |  | 16e | |  | 2 | | |  |
|  |  |  |  |  |  |  |  |  |  |  |

Then, with probability of at least 1 over a choice of S Dm we have that S is an -net for H.

Proof Let

B = fS X : jSj = m; 9h 2 H; D(h) ; h \ S = ;g

be the set of sets which are not -nets. We need to bound P[S 2 B]. De ne

B0 = f(S; T ) X : jSj = jT j = m; 9h 2 H; D(h) ; h \ S = ;; jT \ hj > 2m g:

|  |  |
| --- | --- |
| 28.3 The Upper Bound for the Realizable Case | 399 |
|  |  |

Claim 1

P[S 2 B] 2 P[(S; T ) 2 B0].

Proof of Claim 1 : Since S and T are chosen independently we can write

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P |  | 2 | B0] = | (S;T ) D2m |  | 2 |  | 0 |  | | S Dm | hT Dm |  | 2 | 0 |  | i |
|  | [(S; T ) |  | E | 1[(S;T ) |  | B | | ] | = | E | E | 1[(S;T ) |  | B | ] | : |
| Note that (S; T ) 2 B0 implies S 2 B and therefore 1[(S;T )2B0] | | | | | | | | | | | | | = 1[(S;T )2B0] 1[S2B], | | | | |
| which gives | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | P[(S; T ) 2 B0] = S E m T | | | | | E | | m 1[(S;T )2B0] 1[S2B] | | | |  |  |  |  |
|  |  |  |  |  | D |  |  | D | |  |  |  |  |  |  |  |  |

1. E 1[S2B] E 1[(S;T )2B0]:

S DmT Dm

Fix some S. Then, either 1[S2B] = 0 or S 2 B and then 9hS such that D(hS) and jhS \ Sj = 0. It follows that a su cient condition for (S; T ) 2 B0 is that jT \ hSj > 2m . Therefore, whenever S 2 B we have

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | E | m 1[(S;T )2B0] |  | P | m[jT \ hSj > | m | ]: |
| T | T | 2 |
|  | D |  |  | D |  |  |  |

But, since we now assume S 2 B we know that D(hS) = . Therefore, jT \ hSj is a binomial random variable with parameters (probability of success for a single try) and m (number of tries). Cherno 's inequality implies

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | 2 | |  | 2 |  |  |  |  |  |  |  |
| [ T h |  | m | ] |  | e | m | (m m =2) | = e m =2 |  | e m =2 |  | e d log(1= )=2 | = d=2 |  | 1=2: |
| P j \ | Sj | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |

Thus,

P[jT \ hSj > 2m ] = 1 P[jT \ hSj 2m ] 1 P[jT \ hSj 2m ] 1=2:

Combining all the preceding we conclude the proof of Claim 1.

Claim 2 (Symmetrization):

P[(S; T ) 2 B0] e m=4 H(2m):

Proof of Claim 2 : To simplify notation, let = m =2 and for a sequence A =

(x1; : : : ; x2m) let A0 = (x1; : : : ; xm). Using the de nition of B0 we get that

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | [A | 2 | B0] = | E | max 1 | | | 1 | 1 |
|  | A | 2m h | 2H | [D(h) ] | [jh\A0j=0] | [jh\Aj ] |
|  |  |  |  | D |  |  |  |  |

E max 1[jh\A0j=0] 1[jh\Aj ]: A D2m h2H

Now, let us de ne by HA the e ective number of di erent hypotheses on A, namely, HA = fh \ A : h 2 H g. It follows that

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P | [A | 2 | B0] | A | E | max 1 | | | | 1 |
|  |  | 2m h | 2H | A | [jh\A0j=0] | [jh\Aj ] |
|  |  |  |  |  | D |  |  |  |  |
|  |  |  |  | A | E | X | | | 1[jh\A0j=0] | 1[jh\Aj ]: |
|  |  |  |  | 2m |  |  |
|  |  |  |  |  | D | h2HA | | |  |  |
|  |  |  |  |  |  |  |  |

Let J = fj [2m] : jjj = mg. For any j 2 J and A = (x1; : : : ; x2m) de ne

Aj = (xj1 ; : : : ; xjm ). Since the elements of A are chosen i.i.d., we have that for any j 2 J and any function f(A; A0) it holds that EA D2m [f(A; A0)] =

1. Proof of the Fundamental Theorem of Learning Theory

EA D2m [f(A; Aj)]. Since this holds for any j it also holds for the expectation of j chosen at random from J. In particular, it holds for the function f(A; A0) =

P

h2HA 1[jh\A0j=0] 1[jh\Aj ]. We therefore obtain that

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| P[A 2 B0] A | E |  | EJ | X |
| 2m j | 1[jh\Aj j=0] 1[jh\Aj ] |
|  | D |  |  | h2HA |
|  |  |  |  |

X

1. E1[jh\Aj ] E 1[jh\Aj j=0]:

A D2mj J

h2HA

Now, x some A s.t. jh \ Aj . Then, Ej 1[jh\Aj j=0] is the probability that when choosing m balls from a bag with at least red balls, we will never choose a red ball. This probability is at most

(1 =(2m))m = (1 =4)m e m=4:

We therefore get that

X

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| P[A 2 B0] A | E | 2m | e m=4 e m=4 A | E | 2m jHAj: |
|  | D |  | h2HA | D |  |
|  |  |  |  |  |

Using the de nition of the growth function we conclude the proof of Claim 2.

Completing the Proof: By Sauer's lemma we know that H(2m) (2em=d)d.

Combining this with the two claims we obtain that

P[S 2 B] 2(2em=d)d e m=4:

We would like the right-hand side of the inequality to be at most ; that is,

2(2em=d)d e m=4 :

Rearranging, we obtain the requirement

m 4 (d log(2em=d) + log(2= )) = 4d log(m) + 4 (d log(2e=d) + log(2= ):

Using Lemma [A.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419), a su cient condition for the preceding to hold is that

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m | | |  |  | log | | | | | | | |  | + (d log(2e=d) + log(2= ): | | | | | | | | | | | | |
|  |  |  | 16d | | |  | 8d | | | | | |  |  |  | 8 | | | |  |  |  |  |  |  |  |
|  | |  |  |  |  | |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A su cient condition for this is that | | | | | | | | | | | | | | | |  | (d log(2e=d) + | | | | | | | | 21 log(2= ) | |
| m |  |  |  | log | |  |  | | | | | + | | | |  |
|  | 16d | | |  |  |  | 8d | | | | |  |  |  |  | 16 | | |  |  |  |  |  |  |  |  |
|  |  |  |  | log | |  |  | |  |  |  |  | |  |  |  |  | |  | |  |  |  |  |  |  |
| = |  |  |  |  | | | | | | d | |  |  | + log(2= ) | | | | | | | | |  |  |
|  | 16d | | |  |  |  |  |  | 8d 2e | | | | | | | 8 | | | | | |  |  |  |  |  |
|  | |  |  |  | |  |  | |  |  | |  | |  |  | | | | | |  |  |  |  |  |  |
| = | | |  | 2d log | |  |  | | | | |  | | + log: | | | | | | | | | | |  |  |
|  | 8 | |  |  |  |  |  |  |  | 16e | | | |  |  | 2 | | | | | | | | |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

and this concludes our proof.

|  |  |
| --- | --- |
| 28.3 The Upper Bound for the Realizable Case | 401 |
|  |  |

28.3.1 From -Nets to PAC Learnability

theorem 28.4 Let H be a hypothesis class over X with VCdim(H) = d. Let D be a distribution over X and let c 2 H be a target hypothesis. Fix ; 2 (0; 1) and let m be as de ned in Theorem [28.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page398). Then, with probability of at least 1 over a choice of m i.i.d. instances from X with labels according to c we have that any ERM hypothesis has a true error of at most .

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Proof De ne the class Hc = fc | h : h 2 Hg, where c | | | h = (h nc) [(c nh). It is | | |
| is shattered by | | H | then it is also shattered by | | H | c |
| easy to verify that if some A Xa |  | a |  |  |

and vice versa. Hence, VCdim(H) = VCdim(Hc). Therefore, using Theorem [28.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page398)

we know that with probability of at least 1 , the sample S is an -net for Hc. a
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**Python in Machine Learning**
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Python has libraries that enables developers to use optimized algorithms. It implements popular machine learning techniques such as recommendation, classification, and clustering. Therefore, it is necessary to have a brief introduction to machine learning before we move further.

**What is Machine Learning?**
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Data science, machine learning and artificial intelligence are some of the top trending topics in the tech world today. Data mining and Bayesian analysis are trending and this is adding the demand for machine learning. This tutorial is your entry into the world of machine learning.

Machine learning is a discipline that deals with programming the systems so as to make them automatically learn and improve with experience. Here, learning implies recognizing and understanding the input data and taking informed decisions based on the supplied data. It is very difficult to consider all the decisions based on all possible inputs. To solve this problem, algorithms are developed that build knowledge from a specific data and past experience by applying the principles of statistical science, probability, logic, mathematical optimization, reinforcement learning, and control theory.

**Applications of Machine Learning Algorithms**
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The developed machine learning algorithms are used in various applications such as:

1. Vision processing
2. Language processing
3. Forecasting things like stock market trends, weather
4. Pattern recognition
5. Games
6. Data mining
7. Expert systems
8. Robotics

**Steps Involved in Machine Learning**
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A machine learning project involves the following steps:

* Defining a Problem
* Preparing Data
* Evaluating Algorithms
* Improving Results
* Presenting Results

The best way to get started using Python for machine learning is to work through a project end-to-end and cover the key steps like loading data, summarizing data, evaluating algorithms and making some predictions. This gives you a replicable method that can be used dataset after dataset. You can also add further data and improve the results.

**3. Python Machine Learning –**

In this chapter, you will learn how to setup the working environment for Python machine learning on your local computer.

**Libraries and Packages**
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To understand machine learning, you need to have basic knowledge of Python programming. In addition, there are a number of libraries and packages generally used in performing various machine learning tasks as listed below:

* **numpy** - is used for its N-dimensional array objects
* **pandas** –is a data analysis library that includes dataframes
* **matplotlib** –is 2D plotting library for creating graphs and plots
* **scikit-learn** - the algorithms used for data analysis and data mining tasks
* **seaborn** –a data visualization library based on matplotlib

**Installation**
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You can install software for machine learning in any of the two methods as discussed here:

**Method 1**

Download and install Python separately from **python.org** on various operating systems as explained below:

To install Python after downloading, double click the **.exe** (for Windows) or .**pkg** (for Mac) file and follow the instructions on the screen.

For Linux OS, check if Python is already installed by using the following command at the prompt:
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$ python --version. ...

If Python 2.7 or later is not installed, install Python with the distribution's package manager. Note that the command and package name varies.

On Debian derivatives such as Ubuntu, you can use **apt**:
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$ sudo apt-get install python3

Now, open the command prompt and run the following command to verify that Python is installed correctly:
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$ python3 --version
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Python 3.6.2

Similarly, we can download and install necessary libraries like numpy, matplotlib etc. individually using installers like **pip**. For this purpose, you can use the commands shown here:

![](data:image/jpeg;base64,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)

$pip install numpy

$pip install matplotlib

$pip install pandas

$pip install seaborn

**Method 2**

Alternatively, to install Python and other scientific computing and machine learning packages simultaneously, we should install **Anaconda** distribution. It is a Python implementation for Linux, Windows and OSX, and comprises various machine learning packages like numpy, scikit-learn, and matplotlib. It also includes **Jupyter Notebook**, an interactive Python environment. We can install Python 2.7 or any 3.x version as per our requirement.

To download the free Anaconda Python distribution from Continuum Analytics, you can do the following:

Visit the official site of Continuum Analytics and its download page. Note that the installation process may take 15-20 minutes as the installer contains Python, associated packages, a code editor, and some other files. Depending on your operating system, choose the installation process as explained here:

**For Windows:** Select the **Anaconda for Windows** section and look in the column withPython 2.7 or 3.x. You can find that there are two versions of the installer, one for 32-bit Windows, and one for 64-bit Windows. Choose the relevant one.

**For Mac OS:** Scroll to the **Anaconda for OS X** section. Look in the column with Python

2.7 or 3.x. Note that here there is only one version of the installer: the 64-bit version.

**For Linux OS:** We select the "Anaconda for Linux" section. Look in the column with Python2.7 or 3.x.

Note that you have to ensure that Anaconda’s Python distribution installs into a single directory, and does not affect other Python installations, if any, on your system.

To work with graphs and plots, we will need these Python library packages: **matplotlib** and **seaborn**.

If you are using Anaconda Python, your system already has numpy, matplotlib, pandas, seaborn, etc. installed. We start the Anaconda Navigator to access either Jupyter Note book or Spyder IDE of python.

After opening either of them, type the following commands:
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import numpy

import matplotlib

Now, we need to check if installation is successful. For this, go to the command line and type in the following command:
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$ python

Python 3.6.3 |Anaconda custom (32-bit)| (default, Oct 13 2017, 14:21:34)

[GCC 7.2.0] on linux

Next, you can import the required libraries and print their versions as shown:
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>>>import numpy

>>>print numpy.\_\_version\_\_

1.14.2

* import matplotlib
* print (matplotlib.\_\_version\_\_) 2.1.2

>> import pandas

* print (pandas.\_\_version\_\_)

0.22.0

1. import seaborn
2. print (seaborn.\_\_version\_\_) 0.8.1

**4. Python Machine**

1. Python For Machine Learning

**Machine Learning (ML)** is an automated learning with little or no human intervention.It involves programming computers so that they learn from the available inputs. The main purpose of machine learning is to explore and construct algorithms that can learn from the previous data and make predictions on new input data.

The **input** to a learning algorithm is training data, representing experience, and the **output** is any expertise, which usually takes the form of another algorithm that canperform a task. The input data to a machine learning system can be numerical, textual, audio, visual, or multimedia. The corresponding output data of the system can be a floating-point number, for instance, the velocity of a rocket, an integer representing a category or a class, for example, a pigeon or a sunflower from image recognition.

In this chapter, we will learn about the training data our programs will access and how learning process is automated and how the success and performance of such machine learning algorithms is evaluated.

**Concepts of Learning**

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAABBVMDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD5/ooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKAP/9k=)

Learning is the process of converting experience into expertise or knowledge.

Learning can be broadly classified into three categories, as mentioned below, based on the nature of the learning data and interaction between the learner and the environment.

1. Supervised Learning
2. Unsupervised Learning
3. Semi-supervised learning

Similarly, there are four categories of machine learning algorithms as shown below:

1. Supervised learning algorithm
2. Unsupervised learning algorithm
3. Semi-supervised learning algorithm
4. Reinforcement learning algorithm

However, the most commonly used ones are **supervised** and **unsupervised learning**.

**Supervised Learning**
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Supervised learning is commonly used in real world applications, such as face and speech recognition, products or movie recommendations, and sales forecasting. Supervised learning can be further classified into two types: **Regression** and **Classification**.

**Regression** trains on and predicts a continuous-valued response, for example predictingreal estate prices.

**Classification** attempts to find the appropriate class label, such as analyzingpositive/negative sentiment, male and female persons, benign and malignant tumors, secure and unsecure loans etc.

In supervised learning, learning data comes with description, labels, targets or desired outputs and the objective is to find a general rule that maps inputs to outputs. This kind of learning data is called **labeled data**. The learned rule is then used to label new data with unknown outputs.

Supervised learning involves building a machine learning model that is based on **labeled** **samples**. For example, if we build a system to estimate the price of a plot of land or ahouse based on various features, such as size, location, and so on, we first need to create a database and label it. We need to teach the algorithm what features correspond to what prices. Based on this data, the algorithm will learn how to calculate the price of real estate using the values of the input features.

Supervised learning deals with learning a function from available training data. Here, a learning algorithm analyzes the training data and produces a derived function that can be used for mapping new examples. There are many **supervised learning algorithms** such as Logistic Regression, Neural networks, Support Vector Machines (SVMs), and Naive Bayes classifiers.

Common **examples** of supervised learning include classifying e-mails into spam and not-spam categories, labeling webpages based on their content, and voice recognition.

**Unsupervised Learning**
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Unsupervised learning is used to detect anomalies, outliers, such as fraud or defective equipment, or to group customers with similar behaviors for a sales campaign. It is the opposite of supervised learning. There is no labeled data here.

When learning data contains only some indications without any description or labels, it is up to the coder or to the algorithm to find the structure of the underlying data, to discover hidden patterns, or to determine how to describe the data. This kind of learning data is called **unlabeled data**.

Suppose that we have a number of data points, and we want to classify them into several groups. We may not exactly know what the criteria of classification would be. So, an unsupervised learning algorithm tries to classify the given dataset into a certain number of groups in an optimum way.

Unsupervised learning algorithms are extremely powerful tools for analyzing data and for identifying patterns and trends. They are most commonly used for clustering similar input into logical groups. Unsupervised learning algorithms include Kmeans, Random Forests, Hierarchical clustering and so on.

**Semi-supervised Learning**
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If some learning samples are labeled, but some other are not labeled, then it is semi-supervised learning. It makes use of a large amount of **unlabeled data for training** and a small amount of **labeled data for testing**. Semi-supervised learning is applied in cases where it is expensive to acquire a fully labeled dataset while more practical to label a small subset. For example, it often requires skilled experts to label certain remote sensing images, and lots of field experiments to locate oil at a particular location, while acquiring unlabeled data is relatively easy.

**Reinforcement Learning**
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Here learning data gives feedback so that the system adjusts to dynamic conditions in order to achieve a certain objective. The system evaluates its performance based on the feedback responses and reacts accordingly. The best known instances include self-driving cars and chess master algorithm AlphaGo.

**Purpose of Machine Learning**
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Machine learning can be seen as a branch of AI or Artificial Intelligence, since, the ability to change experience into expertise or to detect patterns in complex data is a mark of human or animal intelligence.

As a field of science, machine learning shares common concepts with other disciplines such as statistics, information theory, game theory, and optimization.

As a subfield of information technology, its objective is to program machines so that they will learn.

However, it is to be seen that, the purpose of machine learning is not building an automated duplication of intelligent behavior, but using the power of computers to complement and supplement human intelligence. For example, machine learning programs can scan and process huge databases detecting patterns that are beyond the scope of human perception.

In the real world, we usually come across lots of raw data which is not fit to be readily processed by machine learning algorithms. We need to preprocess the raw data before it is fed into various machine learning algorithms. This chapter discusses various techniques for preprocessing data in Python machine learning.

**Data Preprocessing**
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In this section, let us understand how we preprocess data in Python.

Initially, open a file with a **.py** extension, for example **prefoo.py** file, in a text editor like notepad.

Then, add the following piece of code to this file:

import numpy as np

from sklearn import preprocessing

#We imported a couple of packages. Let's create some sample data and add the line to this file:

input\_data = np.array([[3, -1.5, 3, -6.4], [0, 3, -1.3, 4.1], [1, 2.3, -2.9, - 4.3]])

We are now ready to operate on this data.

**Preprocessing Techniques**
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Data can be preprocessed using several techniques as discussed here:

**Mean removal**

It involves removing the mean from each feature so that it is centered on zero. Mean removal helps in removing any bias from the features.

You can use the following code for mean removal:

data\_standardized = preprocessing.scale(input\_data)

print "\nMean =", data\_standardized.mean(axis=0)

print "Std deviation =", data\_standardized.std(axis=0)

Now run the following command on the terminal:

$ python prefoo.py

You can observe the following output:

Mean = [ 5.55111512e-17 -3.70074342e-17 0.00000000e+00 -1.85037171e-17]

Std deviation = [1. 1. 1. 1.]

Observe that in the output, mean is almost 0 and the standard deviation is 1.

**Scaling**

The values of every feature in a data point can vary between random values. So, it is important to scale them so that this matches specified rules.

You can use the following code for scaling:

data\_scaler = preprocessing.MinMaxScaler(feature\_range=(0, 1))

data\_scaled = data\_scaler.fit\_transform(input\_data)

print "\nMin max scaled data =", data\_scaled

Now run the code and you can observe the following output:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Min max scaled data = [[ 1. | | | | 0. | 1. | 0. | ] |
| [ | 0. | 1. | 0.27118644 | 1. | ] |  |  |
| [ | 0.33333333 | 0.84444444 | 0. | 0.2 | ]] |  |  |

Note that all the values have been scaled between the given range.

**Normalization**

Normalization involves adjusting the values in the feature vector so as to measure them on a common scale. Here, the values of a feature vector are adjusted so that they sum up to 1. We add the following lines to the prefoo.py file:

You can use the following code for normalization:

data\_normalized = preprocessing.normalize(input\_data, norm='l1')

print "\nL1 normalized data =", data\_normalized

Now run the code and you can observe the following output:

L1 normalized data = [[ 0.21582734 -0.10791367 0.21582734 -0.46043165]

[ 0. 0.35714286 -0.1547619 0.48809524] [ 0.0952381 0.21904762 -0.27619048 -0.40952381]]

Normalization is used to ensure that data points do not get boosted due to the nature of their features.

**Binarization**

Binarization is used to convert a numerical feature vector into a Boolean vector. You can use the following code for binarization:

data\_binarized = preprocessing.Binarizer(threshold=1.4).transform(input\_data)

print "\nBinarized data =", data\_binarized

Now run the code and you can observe the following output:

Binarized data = [[ 1. 0. 1. 0.]

[ 0. 1. 0. 1.]

[ 0. 1. 0. 0.]]

This technique is helpful when we have prior knowledge of the data.

1. Multiclass Learnability

In Chapter [17](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page227) we have introduced the problem of multiclass categorization, in which the goal is to learn a predictor h : X ! [k]. In this chapter we address PAC learnability of multiclass predictors with respect to the 0-1 loss. As in Chapter [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page67), the main goal of this chapter is to:

Characterize which classes of multiclass hypotheses are learnable in the (mul-ticlass) PAC model.

Quantify the sample complexity of such hypothesis classes.

In view of the fundamental theorem of learning theory (Theorem [6.8](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page72)), it is natu-ral to seek a generalization of the VC dimension to multiclass hypothesis classes. In Section [29.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page402) we show such a generalization, called the Natarajan dimension, and state a generalization of the fundamental theorem based on the Natarajan dimension. Then, we demonstrate how to calculate the Natarajan dimension of several important hypothesis classes.

Recall that the main message of the fundamental theorem of learning theory is that a hypothesis class of binary classi ers is learnable (with respect to the 0-1 loss) if and only if it has the uniform convergence property, and then it is learnable by any ERM learner. In Chapter [13](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page171), Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page181), we have shown that this equivalence breaks down for a certain convex learning problem. The last section of this chapter is devoted to showing that the equivalence between learnability and uniform convergence breaks down even in multiclass problems with the 0-1 loss, which are very similar to binary classi cation. Indeed, we construct a hypothesis class which is learnable by a speci c ERM learner, but for which other ERM learners might fail and the uniform convergence property does not hold.

29.1 The Natarajan Dimension

In this section we de ne the Natarajan dimension, which is a generalization of the VC dimension to classes of multiclass predictors. Throughout this section, let H be a hypothesis class of multiclass predictors; namely, each h 2 H is a function from X to [k].

|  |  |
| --- | --- |
| 29.2 The Multiclass Fundamental Theorem | 403 |
|  |  |

To de ne the Natarajan dimension, we rst generalize the de nition of shat-tering.

definition 29.1 (Shattering (Multiclass Version)) We say that a set C X is shattered by H if there exist two functions f0; f1 : C ! [k] such that

For every x 2 C, f0(x) 6= f1(x).

For every B C, there exists a function h 2 H such that

8x 2 B; h(x) = f0(x) and 8x 2 C n B; h(x) = f1(x):

definition 29.2 (Natarajan Dimension) The Natarajan dimension of H, de-noted Ndim(H), is the maximal size of a shattered set C X .

It is not hard to see that in the case that there are exactly two classes, Ndim(H) = VCdim(H). Therefore, the Natarajan dimension generalizes the VC dimension. We next show that the Natarajan dimension allows us to general-ize the fundamental theorem of statistical learning from binary classi cation to multiclass classi cation.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 29.2 | The Multiclass Fundamental Theorem | | | | | | | | | | | |  |  |  |  |  |  |  |
|  | theorem 29.3 (The Multiclass Fundamental Theorem) | | | | | | | | | | | | | | | | There exist absolute | | |
|  | constants C1; C2 > 0 such that the following holds. For every hypothesis class H | | | | | | | | | | | | | | | | | | |
|  | of functions from X to [k], such that the Natarajan dimension of H is d, we have | | | | | | | | | | | | | | | | | | |
|  | 1. | H has the uniform convergence property with sample complexity | | | | | | | | | | | | | | | | | |
|  |  |  | d + log(1= ) | | | | | | mHUC( ; ) C2 | | | d log (k) + log(1= ) | | | | | | | |
|  |  | C1 | |  |  |  |  |  |  |  |  |  |  |  |  | : |
|  |  |  |  | 2 | | |  |  |  |  | 2 |  |  |
|  | 2. | H is agnostic PAC learnable with sample complexity | | | | | | | | | | | | | |  |  |  |  |
|  |  |  |  |  | d + log(1= ) | | | | mH( ; ) C2 | | d log (k) + log(1= ) | | | | | | | | |
|  |  | C1 | | |  |  |  | |  | |  |  |  |  |  | : | |
|  |  |  | 2 | | |  | |  |  |  | 2 |  |
|  | 3. | H is PAC learnable (assuming realizability) with sample complexity | | | | | | | | | | | | | | | | | |
|  |  |  | d + | | | log(1= ) | | | d log | | | |  | kd |  | + log(1= ) | | | |
|  |  |  |  |  |
|  |  | C1 |  |  | | mH( ; ) C2 |  | | |  | | |  |  | | : |
|  |  |  | | |  | | |  | | |

29.2.1 On the Proof of Theorem [29.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page403)

The lower bounds in Theorem [29.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page403) can be deduced by a reduction from the binary fundamental theorem (see Exercise [5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409)).

The upper bounds in Theorem [29.3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page403) can be proved along the same lines of the proof of the fundamental theorem for binary classi cation, given in Chapter [28](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page392) (see Exercise [4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409)). The sole ingredient of that proof that should be modi ed in a nonstraightforward manner is Sauer's lemma. It applies only to binary classes and therefore must be replaced. An appropriate substitute is Natarajan's lemma:

1. Multiclass Learnability

lemma 29.4 (Natarajan) jHj jX jNdim(H) k2Ndim(H).

The proof of Natarajan's lemma shares the same spirit of the proof of Sauer's lemma and is left as an exercise (see Exercise [3](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409)).

29.3 Calculating the Natarajan Dimension

In this section we show how to calculate (or estimate) the Natarajan dimen-sion of several popular classes, some of which were studied in Chapter [17](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page227). As these calculations indicate, the Natarajan dimension is often proportional to the number of parameters required to de ne a hypothesis.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 29.3.1 | One-versus-All Based Classes | | | |  |  |  |  |  |  |  |  |  |  |
|  | In Chapter [17](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page227) we have seen two reductions of multiclass categorization to bi- | | | | | | | | | | | | | |
|  | nary classi cation: One-versus-All and All-Pairs. In this section we calculate the | | | | | | | | | | | | | |
|  | Natarajan dimension of the One-versus-All method. | | | | | | |  |  |  |  |  |  |  |
|  |  | Recall that in One-versus-All we train, for each label, a binary classi er that | | | | | | | | | | | | |
|  | distinguishes between that label and the rest of the labels. This naturally sug- | | | | | | | | | | | | | |
|  | gests considering multiclass hypothesis classes of the following form. Let | | | | | | | | | | | | | kHbin |
|  | f | 0; 1 | g | X be a binary hypothesis class. For every h | | | = (h |  | ; : : : ; h ) | 2 | ( | Hbin | ) | de ne |
|  |  |  |  |  |  | 1 | k |  |  |  |
|  | T (h) : X ! [k] by | | | |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | |  |  |  |  |  |  |  |  |  |
|  |  |  |  | T (h)(x) = argmax hi(x): | | | |  |  |  |  |  |  |  |
|  |  |  |  |  |  | i2[k] |  |  |  |  |  |  |  |  |
|  | If there are two labels that maximize hi(x), we choose the smaller one. Also, let | | | | | | | | | | | | | |
|  |  |  |  | OvA;k |  |  |  | k | g: |  |  |  |  |  |
|  |  |  |  | Hbin | = fT (h) | : h 2 (Hbin) | |  |  |  |  |  |  |

HOvA;k

What \should" be the Natarajan dimension of bin ? Intuitively, to specify a hypothesis in Hbin we need d = VCdim(Hbin) parameters. To specify a hypothe-sis in HbinOvA;k, we need to specify k hypotheses in Hbin. Therefore, kd parameters should su ce. The following lemma establishes this intuition.

lemma 29.5 If d = VCdim(Hbin) then

Ndim(HbinOvA;k) 3kd log (kd) :

Proof Let C X be a shattered set. By the de nition of shattering (for mul-ticlass hypotheses)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | HbinOvA;k | C |  | 2jCj: |
|  |  |  |  |  |
|  |  |  |  |  |

On the other hand, each hypothesis in HbinOvA;k is determined by using k hypothe-ses from Hbin. Therefore,

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | HbinOvA;k | C |  | j (Hbin)C jk: |
|  |  |  |  |  |

|  |  |
| --- | --- |
| 29.3 Calculating the Natarajan Dimension | 405 |
|  |  |

By Sauer's lemma, j (Hbin)C j jCjd. We conclude that

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 2jCj |  | HbinOvA;k | C |  | jCjdk: |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

The proof follows by taking the logarithm and applying Lemma [A.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page419).

How tight is Lemma [29.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page404)? It is not hard to see that for some classes, Ndim(HbinOvA;k) can be much smaller than dk (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409)). However there are several natural binary classes, Hbin (e.g., halfspaces), for which Ndim(HbinOvA;k) = (dk) (see Exercise [6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409)).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 29.3.2 | General Multiclass-to-Binary Reductions | | |  |  |  |  |
|  | The same reasoning used to establish Lemma [29.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page404) can be used to upper bound | | | | | | |
|  | the Natarajan dimension of more general multiclass-to-binary reductions. These | | | | | | |
|  | reductions train several binary classi ers on the data. Then, given a new in- | | | | | | |
|  | stance, they predict its label by using some rule that takes into account the | | | | | | |
|  | labels predicted by the binary classi ers. These reductions include One-versus- | | | | | | |
|  | All and All-Pairs. |  |  |  |  |  |  |
|  | Suppose that such a method trains l binary classi ers from a binary class Hbin, | | | | | | |
|  | and r : f0; 1gl ! [k] is the rule that determines the (multiclass) label according | | | | | | |
|  | to the predictions of the binary classi ers. The hypothesis class corresponding | | | | | | |
|  |  |  |  |  |  | (Hbin) | l |
|  | to this method can be de ned as follows. For every h = (h1; : : : ; hl) 2 | | | | |  |
|  |  |  |  |  |  |  |  |
|  | de ne R(h) : X ! [k] by |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  | R(h)(x) = r(h1(x); : : : ; hl(x)): | | | | |  |  |
|  | Finally, let |  |  |  |  |  |  |
|  | r |  |  | l | g: |  |  |
|  | Hbin | = fR(h) | : h 2 | (Hbin) |  |  |

Similarly to Lemma [29.5](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page404) it can be proven that:

lemma 29.6 If d = VCdim(Hbin) then

Ndim(Hbinr) 3 l d log (l d) :

The proof is left as Exercise [2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page409).

29.3.3 Linear Multiclass Predictors

Next, we consider the class of linear multiclass predictors (see Section [17.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page230)). Let

: X [k] ! Rd be some class-sensitive feature mapping and let

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| H = | (x 7! | i [k] | h | i : w 2 R | d | ) : | (29.1) |
|  | argmax w; (x; i) | | |  |  |
|  |  | 2 |  |  |  |  |  |

Each hypothesis in H is determined by d parameters, namely, a vector w 2 Rd. Therefore, we would expect that the Natarajan dimension would be upper bounded by d. Indeed:

1. Multiclass Learnability

theorem 29.7 Ndim(H ) d .

Proof Let C X be a shattered set, and let f0; f1 : C ! [k] be the two functions that witness the shattering. We need to show that jCj d. For every

def

x 2 C let (x) = (x; f0(x)) (x; f1(x)). We claim that the set (C) = f (x) : x 2 Cg consists of jC j elements (i.e., is one to one) and is shattered by the binary hypothesis class of homogeneous linear separators on Rd,

H = fx 7!sign(hw; xi) : w 2 Rdg:

Since VCdim(H) = d, it will follow that jCj = j (C)j d, as required.

To establish our claim it is enough to show that jH (C)j = 2jCj. Indeed, given a subset B C, by the de nition of shattering, there exists hB 2 H for which

8x 2 B; hB(x) = f0(x) and 8x 2 C n B; hB(x) = f1(x):

Let wB 2 Rd be a vector that de nes hB. We have that, for every x 2 B,

hw; (x; f0(x))i > hw; (x; f1(x))i ) hw; (x)i > 0:

Similarly, for every x 2 C n B,

hw; (x)i < 0:

It follows that the hypothesis gB 2 H de ned by the same w 2 Rd label the points in (B) by 1 and the points in (C n B) by 0. Since this holds for every

1. C we obtain that jCj = j (C)j and jH (C)j = 2jCj, which concludes our

proof.

The theorem is tight in the sense that there are mappings for which Ndim(H ) = (d). For example, this is true for the multivector construction (see Section [17.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page230) and the Bibliographic Remarks at the end of this chapter). We therefore con-clude:

corollary 29.8 Let X = Rn and let : X [k] ! Rnk be the class sensitive feature mapping for the multi-vector construction:

(x; y) = [ 0; : : : ; 0 ; x1; : : : ; xn ; 0; : : : ; 0 ]:

| {z } | {z } | {z }

2R(y 1)n 2Rn 2R(k y)n

Let H be as de ned in Equation ([29.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page405)). Then, the Natarajan dimension of H satis es

(k 1)(n 1) Ndim(H ) kn:

29.4 On Good and Bad ERMs

In this section we present an example of a hypothesis class with the property that not all ERMs for the class are equally successful. Furthermore, if we allow an in nite number of labels, we will also obtain an example of a class that is

jXj 1

6

1

|  |  |
| --- | --- |
| 29.4 On Good and Bad ERMs | 407 |
|  |  |

learnable by some ERM, but other ERMs will fail to learn it. Clearly, this also implies that the class is learnable but it does not have the uniform convergence property. For simplicity, we consider only the realizable case.

The class we consider is de ned as follows. The instance space X will be any nite or countable set. Let Pf (X ) be the collection of all nite and co nite subsets of X (that is, for each A 2 Pf (X ), either A or X n A must be nite). Instead of [k], the label set is Y = Pf (X ) [ f g, where is some special label. For every A 2 Pf (X ) de ne hA : X ! Y by

(

A x 2 A

hA(x) =

x 2= A

Finally, the hypothesis class we take is

H = fhA : A 2 Pf (X )g:

Let A be some ERM algorithm for H. Assume that A operates on a sample labeled by hA 2 H. Since hA is the only hypothesis in H that might return the label A, if A observes the label A, it \knows" that the learned hypothesis is hA, and, as an ERM, must return it (note that in this case the error of the returned hypothesis is 0). Therefore, to specify an ERM, we should only specify the hypothesis it returns upon receiving a sample of the form

S = f(x1; ); : : : ; (xm; )g:

We consider two ERMs: The rst, Agood, is de ned by

Agood(S) = h;;

that is, it outputs the hypothesis which predicts `\*' for every x 2 X . The second ERM, Abad, is de ned by

Abad(S) = hfx1;:::xmgc :

The following claim shows that the sample complexity of Abad is about jX j-times larger than the sample complexity of Agood. This establishes a gap between di erent ERMs. If X is in nite, we even obtain a learnable class that is not learnable by every ERM.

claim 29.9

1. Let ; > 0, D a distribution over X and hA 2 H. Let S be an i.i.d. sample consisting of m 1 log examples, sampled according to D and labeled by

hA. Then, with probability of at least 1 , the hypothesis returned by Agood will have an error of at most .

2. There exists a constant a > 0 such that for every 0 < < a there exists a distribution D over X and hA 2 H such that the following holds. The hypoth-

esis returned by Abad upon receiving a sample of size m , sampled

according to D and labeled by hA, will have error with probability e 16 .

1. Multiclass Learnability

Proof Let D be a distribution over X and suppose that the correct labeling is hA. For any sample, Agood returns either h; or hA. If it returns hA then its true error is zero. Thus, it returns a hypothesis with error only if all the m examples in the sample are from X n A while the error of h;, LD(h;) = PD[A], is . Assume m 1 log( 1 ); then the probability of the latter event is no more than (1 )m e m . This establishes item 1.

Next we prove item 2. We restrict the proof to the case that jX j = d < 1. The proof for in nite X is similar. Suppose that X = fx0; : : : ; xd 1g.

Let a > 0 be small enough such that 1 2 e 4 for every < a and x some < a. De ne a distribution on X by setting P[x0] = 1 2 and for all 1 i d 1, P[xi] = d2 1 . Suppose that the correct hypothesis is h; and let the sample size be m. Clearly, the hypothesis returned by Abad will err on all the examples from X which are not in the sample. By Cherno 's bound, if m d6 1 , then with probability e 16 , the sample will include no more than d 2 1 examples from X . Thus the returned hypothesis will have error . ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

The conclusion of the example presented is that in multiclass classi cation, the sample complexity of di erent ERMs may di er. Are there \good" ERMs for every hypothesis class? The following conjecture asserts that the answer is yes.

conjecture 29.10 The realizable sample complexity of every hypothesis class H [k]X is

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| mH( ; ) = O~ |  | H | ) |  | : |
|  | Ndim( |  |  |  |
|  |  |  |  |  |  |

~

We emphasize that the O notation may hide only poly-log factors of ; , and Ndim(H), but no factor of k.

29.5 Bibliographic Remarks

The Natarajan dimension is due to Natarajan (1989). That paper also established the Natarajan lemma and the generalization of the fundamental theorem. Gen-eralizations and sharper versions of the Natarajan lemma are studied in Haussler

1. Long (1995). Ben-David, Cesa-Bianchi, Haussler & Long (1995) de ned a large family of notions of dimensions, all of which generalize the VC dimension and may be used to estimate the sample complexity of multiclass classi cation.

The calculation of the Natarajan dimension, presented here, together with calculation of other classes, can be found in Daniely et al. (2012). The example of good and bad ERMs, as well as conjecture [29.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page408), are from Daniely et al. (2011).

|  |  |
| --- | --- |
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29.6 Exercises

1. Let d; k > 0. Show that there exists a binary hypothesis Hbin of VC dimension d such that Ndim(HbinOvA;k) = d.
2. Prove Lemma [29.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page405).
3. Prove Natarajan's lemma.

Hint: Fix some x0 2 X . For i; j 2 [k], denote by Hij all the functions f :

X n fx0g ! [k] that can be extended to a function in H both by de ning

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| and0use induction. | 0 | ) = j. Show that | jHj jHXnfx0gj | Pi6=j jHijj |
| f(x ) = i and by de ning f(x |  |  | + |

1. Adapt the proof of the binary fundamental theorem and Natarajan's lemma to prove that, for some universal constant C > 0 and for every hypothesis class of Natarajan dimension d, the agnostic sample complexity of H is

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | kd | + log(1= ) |  |
|  |  |  |  |
| mH( ; ) C | d log |  | 2 | : |

1. Prove that, for some universal constant C > 0 and for every hypothesis class of Natarajan dimension d, the agnostic sample complexity of H is

|  |  |  |
| --- | --- | --- |
| mH( ; ) C | d + log(1= ) | : |
|  |
| 2 |

1. Let H be the binary hypothesis class of (nonhomogenous) halfspaces in Rd. The goal of this exercise is to prove that Ndim(HOvA;k) (d 1) (k 1).
   1. Let Hdiscrete be the class of all functions f : [k 1] [d 1] ! f0; 1g for which there exists some i0 such that, for every j 2 [d 1]

|  |  |
| --- | --- |
|  | 8i < i0; f(i; j) = 1 while 8i > i0; f(i; j) = 0: |
|  | Show that Ndim(HdiscreteOvA;k) = (d 1) (k 1). |
| 2. | Show that Hdiscrete can be realized by H. That is, show that there exists |
|  | a mapping : [k 1] [d 1] ! Rd such that |
|  | Hdiscrete fh : h 2 Hg : |
|  | Hint: You can take (i; j) to be the vector whose jth coordinate is 1, whose |
|  | last coordinate is i and the rest are zeros. |
| 3. | Conclude that Ndim(HOvA;k) (d 1) (k 1). |

1. Compression Bounds

Throughout the book, we have tried to characterize the notion of learnability using di erent approaches. At rst we have shown that the uniform conver-gence property of a hypothesis class guarantees successful learning. Later on we introduced the notion of stability and have shown that stable algorithms are guaranteed to be good learners. Yet there are other properties which may be su cient for learning, and in this chapter and its sequel we will introduce two approaches to this issue: compression bounds and the PAC-Bayes approach.

In this chapter we study compression bounds. Roughly speaking, we shall see that if a learning algorithm can express the output hypothesis using a small sub-set of the training set, then the error of the hypothesis on the rest of the examples estimates its true error. In other words, an algorithm that can \compress" its output is a good learner.

30.1 Compression Bounds

To motivate the results, let us rst consider the following learning protocol. First, we sample a sequence of k examples denoted T . On the basis of these examples, we construct a hypothesis denoted hT . Now we would like to estimate the performance of hT so we sample a fresh sequence of m k examples, denoted V , and calculate the error of hT on V . Since V and T are independent, we immediately get the following from Bernstein's inequality (see Lemma [B.10](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page427)).

lemma 30.1 Assume that the range of the loss function is [0; 1]. Then,

s

" #

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P LD(hT ) LV (hT ) | 2LV (hT ) log(1= ) | | | | + | 4 log(1= ) | | | | : |
|  | j | V | j | j | V | j |  |
|  |  |  |  |  |  |

To derive this bound, all we needed was independence between T and V . Therefore, we can rede ne the protocol as follows. First, we agree on a sequence of k indices I = (i1; : : : ; ik) 2 [m]k. Then, we sample a sequence of m examples

1. = (z1; : : : ; zm). Now, de ne T = SI = (zi1 ; : : : ; zik ) and de ne V to be the rest of the examples in S. Note that this protocol is equivalent to the protocol we de ned before { hence Lemma [30.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page410) still holds.

Applying a union bound over the choice of the sequence of indices we obtain the following theorem.

"

P LD(hI ) LV (hI )

P 9I 2 [m]k s:t: LD(hI ) LV (hI )

"

r

|  |  |
| --- | --- |
| 30.1 Compression Bounds | 411 |
|  |  |

theorem 30.2 Let k be an integer and let B : Zk ! H be a mapping from sequences of k examples to the hypothesis class. Let m 2k be a training set size and let A : Zm ! H be a learning rule that receives a training sequence S of size m and returns a hypothesis such that A(S) = B(zi1 ; : : : ; zik ) for some (i1; : : : ; ik) 2 [m]k. Let V = fzj : j 2= (i1; : : : ; ik)g be the set of examples which were not selected for de ning A(S). Then, with probability of at least 1 over the choice of S we have

r

LD(A(S)) LV (A(S)) + LV (A(S)) 4k log(m= ) + 8k log(m= ) :

m m

Proof For any I 2 [m]k let hI = B(zi1 ; : : : ; zik ). Let n = m k. Combining Lemma [30.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page410) with the union bound we have

X

1. 2[m]k

#

2LV (hI ) log(1= ) + 4 log(1= )

n n

#

r

2LV (hI ) log(1= ) + 4 log(1= )

n n

mk :

Denote 0 = mk . Using the assumption k m=2, which implies that n = m k m=2, the above implies that with probability of at least 1 0 we have that

r

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| LD(A(S)) LV (A(S)) + LV (A(S)) | 4k log(m= 0) | + | 8k log(m= 0) | | ; |
| m | m |  |
| which concludes our proof. |  |  |  |  |  |
| As a direct corollary we obtain: |  |  |  |  |  |

corollary 30.3 Assuming the conditions of Theorem [30.2](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page410), and further as-suming that LV (A(S)) = 0, then, with probability of at least 1 over the choice of S we have

8k log(m= )

LD(A(S)) :

These results motivate the following de nition:

definition 30.4 (Compression Scheme) Let H be a hypothesis class of functions from X to Y and let k be an integer. We say that H has a compression scheme of size k if the following holds:

For all m there exists A : Zm ! [m]k and B : Zk ! H such that for all h 2 H,

if we feed any training set of the form (x1; h(x1)); : : : ; (xm; h(xm)) into A and

then feed (xi1 ; h(xi1 )); : : : ; (xik ; h(xik )) into B, where (i1; : : : ; ik) is the output of A, then the output of B, denoted h0, satis es LS(h0) = 0.

It is possible to generalize the de nition for unrealizable sequences as follows.

1. Compression Bounds

definition 30.5 (Compression Scheme for Unrealizable Sequences)

Let H be a hypothesis class of functions from X to Y and let k be an integer. We say that H has a compression scheme of size k if the following holds:

For all m there exists A : Zm ! [m]k and B : Zk ! H such that for all h 2 H,

if we feed any training set of the form (x1; y1); : : : ; (xm; ym) into A and then

feed (xi1 ; yi1 ); : : : ; (xik ; yik ) into B, where (i1; : : : ; ik) is the output of A, then the output of B, denoted h0, satis es LS(h0) LS(h).

The following lemma shows that the existence of a compression scheme for the realizable case also implies the existence of a compression scheme for the unrealizable case.

lemma 30.6 Let H be a hypothesis class for binary classi cation, and assume it has a compression scheme of size k in the realizable case. Then, it has a compression scheme of size k for the unrealizable case as well.

Proof Consider the following scheme: First, nd an ERM hypothesis and denote it by h. Then, discard all the examples on which h errs. Now, apply the realizable compression scheme on the examples that have not been removed. The output of the realizable compression scheme, denoted h0, must be correct on the examples that have not been removed. Since h errs on the removed examples it follows that the error of h0 cannot be larger than the error of h; hence h0 is also an ERM hypothesis. ![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAUABQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD0Xwv4P8MX2l3Vxd+HNIuJjqmoKZJbGN2IW8mUDJXPAAA9gK2v+EE8H/8AQqaH/wCC6H/4mjwb/wAgO5/7Cupf+ls1dBQB8qfH3SdN0bx1Y2+l6faWMDaZG7R2sKxKW82UZIUAZwAM+woq5+0d/wAlD0//ALBUf/o2WigBv/C9PE/h66v9NtLHSHhS/upA0sMhbMkzyHpIB1Y446Yp3/DR3jD/AKBuh/8Afib/AOO0UUAcH418a6l481mHVNUgtIZ4rdbdVtUZVKhmbJ3Mxzlz39KKKKAP/9k=)

30.2 Examples

In the examples that follows, we present compression schemes for several hy-pothesis classes for binary classi cation. In light of Lemma [30.6](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page412) we focus on the realizable case. Therefore, to show that a certain hypothesis class has a com-pression scheme, it is necessary to show that there exist A; B; and k for which LS(h0) = 0.

30.2.1 Axis Aligned Rectangles

Note that this is an uncountable in nite class. We show that there is a simple compression scheme. Consider the algorithm A that works as follows: For each dimension, choose the two positive examples with extremal values at this dimen-sion. De ne B to be the function that returns the minimal enclosing rectangle. Then, for k = 2d, we have that in the realizable case, LS(B(A(S))) = 0.

30.2.2 Halfspaces

Let X = Rd and consider the class of homogenous halfspaces, fx 7!sign(hw; xi) :

1. 2 Rdg.
3. kxik2+kwk2
4. kwk2

|  |  |
| --- | --- |
| 30.2 Examples | 413 |
|  |  |

A Compression Scheme:

W.l.o.g. assume all labels are positive (otherwise, replace xi by yixi). The com-pression scheme we propose is as follows. First, A nds the vector w which is in the convex hull of fx1; : : : ; xmg and has minimal norm. Then, it represents it as a convex combination of d points in the sample (it will be shown later that this is always possible). The output of A are these d points. The algorithm B receives these d points and set w to be the point in their convex hull of minimal norm.

Next we prove that this indeed is a compression sceme. Since the data is linearly separable, the convex hull of fx1; : : : ; xmg does not contain the origin. Consider the point w in this convex hull closest to the origin. (This is a unique point which is the Euclidean projection of the origin onto this convex hull.) We claim that w separates the data.[1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page413) To see this, assume by contradiction that

hw; xii 0 for some i. Take w0 = (1 )w + xi for = 2 (0; 1).

Then w0 is also in the convex hull and

kw0k2 = (1 )2kwk2 + 2kxik2 + 2 (1 )hw; xii

(1 )2kwk2 + 2kxik2

= kxik4kwk2 + kxik2kwk4

(kwk2 + kxik2)2

= kxik2kwk2

kwk2 + kxik2

|  |  |
| --- | --- |
| = kwk2 | 1 |
|  |
| kwk2=kxik2 + 1 |
| < kwk2; |  |

which leads to a contradiction.

We have thus shown that w is also an ERM. Finally, since w is in the convex hull of the examples, we can apply Caratheodory's theorem to obtain that w is also in the convex hull of a subset of d + 1 points of the polygon. Furthermore, the minimality of w implies that w must be on a face of the polygon and this implies it can be represented as a convex combination of d points.

It remains to show that w is also the projection onto the polygon de ned by the d points. But this must be true: On one hand, the smaller polygon is a subset of the larger one; hence the projection onto the smaller cannot be smaller in norm. On the other hand, w itself is a valid solution. The uniqueness of projection concludes our proof.

30.2.3 Separating Polynomials

Let X = Rd and consider the class x 7!sign(p(x)) where p is a degree r polyno-mial.

1. It can be shown that w is the direction of the max-margin solution.

1. Compression Bounds

Note that p(x) can be rewritten as hw; (x)i where the elements of (x) are all the monomials of x up to degree r. Therefore, the problem of constructing a com-pression scheme for p(x) reduces to the problem of constructing a compression scheme for halfspaces in Rd0 where d0 = O(dr).

30.2.4 Separation with Margin

Suppose that a training set is separated with margin . The Perceptron algorithm guarantees to make at most 1= 2 updates before converging to a solution that makes no mistakes on the entire training set. Hence, we have a compression scheme of size k 1= 2.

30.3 Bibliographic Remarks

Compression schemes and their relation to learning were introduced by Little-stone & Warmuth (1986). As we have shown, if a class has a compression scheme then it is learnable. For binary classi cation problems, it follows from the funda-mental theorem of learning that the class has a nite VC dimension. The other direction, namely, whether every hypothesis class of nite VC dimension has a compression scheme of nite size, is an open problem posed by Manfred War-muth and is still open (see also (Floyd 1989, Floyd & Warmuth 1995, Ben-David & Litman 1998, Livni & Simon 2013).

1. PAC-Bayes

The Minimum Description Length (MDL) and Occam's razor principles allow a potentially very large hypothesis class but de ne a hierarchy over hypotheses and prefer to choose hypotheses that appear higher in the hierarchy. In this chapter we describe the PAC-Bayesian approach that further generalizes this idea. In the PAC-Bayesian approach, one expresses the prior knowledge by de ning prior distribution over the hypothesis class.

31.1 PAC-Bayes Bounds

As in the MDL paradigm, we de ne a hierarchy over hypotheses in our class H. Now, the hierarchy takes the form of a prior distribution over H. That is, we assign a probability (or density if H is continuous) P (h) 0 for each h 2 H and refer to P (h) as the prior score of h. Following the Bayesian reasoning approach, the output of the learning algorithm is not necessarily a single hy-pothesis. Instead, the learning process de nes a posterior probability over H, which we denote by Q. In the context of a supervised learning problem, where H contains functions from X to Y, one can think of Q as de ning a randomized prediction rule as follows. Whenever we get a new instance x, we randomly pick a hypothesis h 2 H according to Q and predict h(x). We de ne the loss of Q on an example z to be

|  |  |
| --- | --- |
| def | [`(h; z)]: |
| `(Q; z) = E |

h Q

By the linearity of expectation, the generalization loss and training loss of Q can be written as

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| def | | [LD(h)] | def | | [LS(h)]: |
| LD(Q) = | E | and LS(Q) = | E |
|  | h Q |  |  | h Q |  |

The following theorem tells us that the di erence between the generalization loss and the empirical loss of a posterior Q is bounded by an expression that depends on the Kullback-Leibler divergence between Q and the prior distribu-tion P . The Kullback-Leibler is a natural measure of the distance between two distributions. The theorem suggests that if we would like to minimize the gen-eralization loss of Q, we should jointly minimize both the empirical loss of Q and the Kullback-Leibler distance between Q and the prior distribution. We will

1. PAC-Bayes

later show how in some cases this idea leads to the regularized risk minimization principle.

theorem 31.1 Let D be an arbitrary distribution over an example domain Z. Let H be a hypothesis class and let ` : H Z ! [0; 1] be a loss function. Let P be a prior distribution over H and let 2 (0; 1). Then, with probability of at least 1 over the choice of an i.i.d. training set S = fz1; : : : ; zm g sampled according to D, for all distributions Q over H (even such that depend on S), we have

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | D |  | S |  | s |  |  |
|  |  |  | 2(m 1) |  |
| L |  | (Q) | L (Q) + | |  | D(QjjP ) + ln m= | ; |
|  |  |  |
|  |  |  |  |  |  |  |
| where |  |  |  |  |  |  |  |
|  |  |  | def | EQ[ln(Q(h)=P (h))] | | |  |
|  |  | D(QjjP ) = h | |  |
|  |  |  |  |  |  |  |  |

is the Kullback-Leibler divergence.

Proof For any function f(S), using Markov's inequality:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | f(S) |  |  |  | ES[ef(S)] | | |  |  |
| S | S |  | e ] |  |  | | : | (31.1) |
|  |  | e | |
| P[f(S) |  | ] = P[e |  |  |  |  |  |  |

Let (h) = LD(h) LS(h). We will apply Equation ([31.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page416)) with the function

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Q |  |  |  |  | h Q | ( (h))2 |  | jj |  |
| f(S) = sup |  | 2(m |  | 1) | E |  | D(Q P ) | : |

We now turn to bound ES[ef(S)]. The main trick is to upper bound f(S) by using an expression that does not depend on Q but rather depends on the prior probability P . To do so, x some S and note that from the de nition of D(QjjP ) we get that for all Q,

2(m 1) E ( (h))2 D(QjjP ) = E [ln(e2(m 1) (h)2 P (h)=Q(h))]

h Q h Q

ln E [e2(m 1) (h)2 P (h)=Q(h)]

h Q

|  |  |  |
| --- | --- | --- |
| = ln E [e2(m 1) (h)2 | ]; | (31.2) |
| h P |  |  |

where the inequality follows from Jensen's inequality and the concavity of the log function. Therefore,

E[ef(S)] E E [e2(m 1) (h)2 ]: (31.3)

1. S h P

The advantage of the expression on the right-hand side stems from the fact that we can switch the order of expectations (because P is a prior that does not depend on S), which yields

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| E[ef(S)] | h | E E[e2(m 1) (h)2 | | ]: | (31.4) |
| S |  | P S |  |  |
|  |  |  |

|  |  |
| --- | --- |
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Next, we claim that for all h we have ES[e2(m 1) (h)2 ] m. To do so, recall that Hoe ding's inequality tells us that

P[ (h) ] e 2m 2 :

S

This implies that ES[e2(m 1) (h)2 ] m (see Exercise [1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page417)). Combining this with Equation ([31.4](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page416)) and plugging into Equation ([31.1](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page416)) we get

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| S |  |  | e | | |  |
| P[f(S) |  | ] |  | m | : | (31.5) |
|  |  |  |

Denote the right-hand side of the above , thus = ln(m= ), and we therefore obtain that with probability of at least 1 we have that for all Q

2(m 1) E ( (h))2 D(QjjP ) = ln(m= ):

h Q

Rearranging the inequality and using Jensen's inequality again (the function x2 is convex) we conclude that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| h Q |  |  | 2 |  |  | 2(m 1) | |  |
|  | h Q |  |  |
| E | (h) |  | E | ( (h))2 |  | ln(m= ) + D(QjjP ) | : | (31.6) |
|  |  |  |

Remark 31.1 (Regularization) The PAC-Bayes bound leads to the following learning rule:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Given a prior P , return a posterior Q that minimizes the function | | | |  |
| s |  |  |  |  |
| 2(m 1) |  |  |  |
| LS(Q) + | D(QjjP ) + ln m= | : | | (31.7) |
|  |  |  |  |  |

This rule is similar to the regularized risk minimization principle. That is, we jointly minimize the empirical loss of Q on the sample and the Kullback-Leibler \distance" between Q and P .

31.2 Bibliographic Remarks

PAC-Bayes bounds were rst introduced by McAllester (1998). See also (McAllester 1999, McAllester 2003, Seeger 2003, Langford & Shawe-Taylor 2003, Langford 2006).

31.3 Exercises

1. Let X be a random variable that satis es P[X] e 2m 2 . Prove that

E[e2(m 1)X2 ] m.

1. PAC-Bayes
   1. Suppose that H is a nite hypothesis class, set the prior to be uniform over H, and set the posterior to be Q(hS) = 1 for some hS and Q(h) = 0 for all other h 2 H. Show that

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| D | S |  |  | S |  | s | 2(m 1) |  |
| L | (h | ) |  | L | (h) + |  | ln(jHj) + ln(m= ) | : |
|  |  |  |
|  |  |  |  |  |  |  |  |

Compare to the bounds we derived using uniform convergence.

Derive a bound similar to the Occam bound given in Chapter [7](file:///C:\Users\shashankj\Downloads\understanding-machine-learning-theory-algorithms.doc#page83) using the PAC-Bayes bound